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ABSTRACT The necessity of Network traffic classification is becoming increasingly significant as
users’ applications and devices become more diverse and prevalent. As encryption becomes the norm
for security reasons, the traffic classification problem is not easily solved. In this work, we provide an
inductive counterevidence to the vague belief that deep learning models can perform well and outperform
tree-based machine learning models in all aspects across domains, especially in the network traffic clas-
sification domain. We address the problem of finding an efficient encrypted traffic classification method
in resource-constrained situations in the network traffic classification domain by limiting the scope of our
research. Using the first packet, we converted packet headers and encrypted partial payloads into tabular data
through a standardized format. We used them as the same inputs for lightweight deep learning and tree-based
machine learning models, analyzed their performance, and identified efficient models. Next, we improved
the performance of the previously selected efficient traffic classifier through data augmentation methods.
Augmentation was performed to a degree that did not significantly damage the original data distribution
so that the augmented dataset’s class distribution did not interfere with model learning. We applied
two fundamentally contrasting methods to augment traffic data, depending on whether the basis of data
augmentation is individual data or the entire data. Data augmentation increased the accuracy of the machine
learningmodel by 0.26%, which complemented themachine learningmodel’s performance in network traffic
classification and made the machine learning model outperform the lightweight deep learning model.

INDEX TERMS Network traffic classification, data augmentation, generative adversarial networks, tabular,
robustness.

I. INTRODUCTION
In recent years, the rise of on-demand services from mobile
devices, including wearables and vehicles, has led to an
extreme increase in the amount of data being sent and
received across online networks worldwide. In this situation,
Network Traffic Classification (NTC) technology is receiving
more attention due to its growing importance in secu-
rity, intelligent network management, and stable services.
As time goes by, the need for NTC is further highlighted
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by its potential to improve the quality of experience from
a user perspective and to positively impact service qual-
ity and automation from a network service management
perspective [1].

Chronologically, the earliest NTC at the starting point
was developed based on ports, which did not have good
results in terms of accuracy and reliability [2], [3]. The sub-
sequent exponential growth of applications using random or
non-standard port numbers further reduced the reliability of
traffic classification, leading to the emergence of payload-
based approaches. However, the Deep Packet Inspection
(DPI) method [4] of inspecting the payload soon also became
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a problem as the payload of network traffic was increas-
ingly encrypted to enhance personal security [5], [6]. As the
packet payload that is the subject of NTC is encrypted, it is
being redefined as Encrypted Network Traffic Classifica-
tion [7], [8], [9], [10]. Gradually, the percentage and share
of encrypted network traffic have proliferated over the past
few years and are expected to continue to do so [11]. The
newly entered flow statistics-based methods [12], [13] are
to find reasonable statistical characteristics of network traf-
fic based on flow-level measurements (i.e., packet lengths,
packet inter-arrival time, flow duration, etc.) empirically.

Feature selection and feature engineering based on
researchers’ empirical factors appear to be in place to opti-
mize the overall performance metrics of encrypted traffic
classification. Empirical features for network traffic classi-
fication have been applied in line with the evolution of the
model. In such cases, it has been common to apply sim-
ple statistical features [14], raw bytes [15], mutual arrival
time [16], payload size [17], [18] to traditional machine learn-
ing models (C4.5, decision trees, naive Bayes, etc.) or deep
learning models like neural networks based on MLP (Multi-
Layer Perceptron) [19]. One-dimensional or two-dimensional
Convolutional Neural Network (CNN) models [20], [21]
have also been added to its scope of application. In fact,
from this time, depending on the logical concept of process-
ing network traffic established by the researcher, network
traffic was applied to CNN models specialized in image
feature classification or Recurrent Neural Network (RNN)
models specialized in time series data processing [22], [23].
There have also been useful approaches that blend the
strengths of CNN and RNN models [24]. In recent years,
Transformer [25] models and Bidirectional Encoder Rep-
resentations from Transformers (BERT) [26] models have
emerged that guarantee significant performance, represented
by positional embedding and self-attention mechanisms,
which continue to expand into the optional area ofmultimodal
inputs [9], [27], [28], [29].

Despite the massive computational time required, using
DL models with good performance is widespread in various
fields. However, in the control domain of network man-
agement, tasks such as traffic classification and congestion
control may be more feasible to make management deci-
sions within milliseconds to ensure quality of experience. So,
while automated decision-making is important, efficient and
immediate processing times may be a priority. Furthermore,
a solution tailored to specific tasks may be essential since
resources are often limited in distributed environments. Even
if the deep learningmodel has a slight performance advantage
over the machine learning model [30], it can be proper not to
use only performance as a criterion to determine whether it is
usable in resource-constrained environments.

For a more objective comparative case study of the
above subject, we will refer to our past work to our
past work [9] to transform the input stage of another
lightweight BERT model to the NTC domain to improve

its performance and efficiency. In other words, we will
apply transfer learning, packet embedding, and Compar-
ative Learning to BERT to compare the basic BERT
model and other lightweight models, such as Distil-
BERT, regarding performance and efficiency. We also
designed to extend the adaptation of ALBERT, based
on another well-known Transformer model, which shows
substantial performance among deep learning models in
Sections IV and V.

Deep learning models are a highly superior approach to
problem-solving in many areas, including computer vision
and natural language processing, where they can outperform
machine learning models regarding results. In recent years,
deep learning models have achieved remarkable results in
the above fields and other fields requiring multimodal inputs,
and its effectiveness has dramatically increased the social
attention on deep learning. In many cases, deep learning out-
performs traditional machine learning approaches. However,
for tabular data, tree-basedmachine learning approaches such
as eXtreme Gradient Boosting (XGBoost) [31] and Light
Graient-Boosting Machine (LigthGBM) dominate [32], [33].

Although there is a lot of research on encrypted network
traffic classification, they can be divided into two categories
based on the materials (i.e., inputs into the model) used
for classification. They can be categorized into those focus-
ing on first-packet classification [9] and those dealing with
post-analysis of complete packet traces, which include flow
statistics and time-related features. Most of them focus on
classifying flows after observing several initial packets (i.e.,
flows or several packets) rather than the first packet [34].

As datasets are not immune to the problem of data suffi-
ciency, there are approaches to introducing new synthetic data
through data augmentation to help models learn and perform
better. The tendency to apply data augmentation methods
started in the image domain and has expanded to various
fields and, more recently, to the NTC domain. Through the
augmented data, the robustness of models increases by broad-
ening their coverage, as it can represent data patterns not
present in the original dataset [1], [35], [36], [37]. Regardless
of the choice of model, the above means that there is a neces-
sity and possibility for different approaches to the robustness
of learning models. For many classification tasks based on
supervised learning, data containing relatively insufficient
classes due to quantitative differences between classes can
have a negative impact on learning. Therefore, it can be a
countermeasure to improve learning effectiveness by ensur-
ing adequate data augmentation in relation to the original
class distribution [38].
In this paper, we transformed the packet header and some

payloads of NTC domain data into a standardized tabular
format. We experimented with model robustness by applying
data augmentation techniques to NTC using two methods,
jittering and GAN, which have contextual differences in
augmentation. We generated synthetic data sets that increase
the robustness of the model while maintaining the labels
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accurately [35]. Then, we tested on the augmented data using
one of the efficient models selected through performance
comparison experiments with deep learning and machine
learning models. We also presented sophisticated analysis on
the augmented data based on the experiments.

The proposed data augmentation methods in this paper
have three main contributions that are dominant in NTC
problems.
• Data Augmentation-Based Enhancement.To support
realistic usability with limited resources in the encrypted
network traffic classification problem, the basic step was
to preprocess each packet header and partial payload into
a standardized tabular format and use them as inputs for
the model. Machine learning models require relatively
less input data than deep learning models. Therefore,
it is noteworthy that we performed comparative analysis
with lightweight deep learning and machine learning
models using only the public header information and
the encrypted partial payload. Through various models
and experiments, we showed that applying the machine
learning model is more usable and superior to using
time-consuming deep learning in resource-constrained
situations. This is a remarkable result compared to stud-
ies [39] and [40] that rely heavily on encrypted portions
for performance, efficiency, and usability. Data augmen-
tation increased the accuracy of the machine learning
model by 0.26%, making it outperform the lightweight
deep learning model.

• Two Contrasting Data Augmentation.The raw data
that a model can learn from often contains imbalanced
classes, and this minority class can negatively impact
model learning. Therefore, we used data augmentation
to alleviate the learning problem caused by unbalanced
data. Two opposing data augmentation methods were
presented when enhancing model robustness using data
augmentation. The robustness and performance of the
model were improved by directly transforming the data
to augment the data and by augmenting it using a model
trained in the entire data. Unlike the combinatorial
method [1] or the resampling method that creates a new
flow by combining packets extracted from existing flows
in the NTC field, new data was created and augmented.
Two contrasting data augmentationmethods showed dif-
ferent effects on data across traffic types and application
types.

The paper is organized as follows. Section II contains
related work which is used to solve the problems of encrypted
network traffic classification. Section III describes the per-
formed work. Section IV describes the baseline of classifi-
cation models. Section V describes the obtained results and
analyzes them. Section VI provides a discussion. Section VII
contains conclusions.

II. REALTED WORKS
As mentioned before, payload encryption of network
traffic rendered existing traffic classification and traffic

identification methods, including port-based methods and
DPI techniques, stale and unusable. Port-based methods
classify traffic by utilizing the correspondence between spe-
cific ports and protocols, but it became ineffective due to
the widespread utilization of proxy port forwarding and
dynamic port usage. And DPI became faded techniques to
analyze entire IP packets into constituent units to distin-
guish traffic data. Since signature extraction and further
analysis had been limited in the payload of encrypted
packets, DPI was also unusable for traffic classification.
As encryption of payloads prevails for security purposes, the
subsequent contents have included encrypted payloads as a
baseline.

The following parts sequentially describe the existing
works. Machine learning and deep learning models for
network traffic classification are presented sequentially in
conjunction with input data. There are studies related to
insufficient data for learningwith class imbalance and various
methodological studies to improve the learning performance
of the model.

A. INPUT DATA AND MODELS FOR NTC
Network traffic data that has been preprocessed according to
various research perspectives (Raw data or selective parts of
it, statistical features, cropped parts of intact packets reshaped
into arbitrary image sizes, natural language processing of
each byte, etc.) can be input to adequate machine learning
or deep learning models. Machine learning models have an
inherent limitation in that the amount of input data is limited
to produce valid results through model learning. The input
data satisfying the limitation of machine learning models
have been raw byte values on a single packet or selective sta-
tistical values based on the flow [17], [41]. The representative
feature selection algorithms are forward selection, backward
elimination, and stepwise [42]. However, researchers in flow
statistics mostly define empirical feature sets and use those
values as inputs to models. Therefore, while most machine
learning models focus on the statistical value of flow, deep
learning models selectively focus on the whole first packet or
flow [17], [43].

It is common to include deep learning models as part of
machine learning models in a taxonomic sense. However, this
paper focuses on the distinction between tree-based machine
learning models, which do not have the structure of a neural
network, and deep learning. As aforementioned, there are
more notable differences in the amount of input available
for each model. Therefore, it will be defined as a separate
object in this paper. Deep learning models also accept tabular
inputs, and one of their main advantages is that they can be
structured to handle multimodal inputs. These multimodal
inputs can include images, text, audio, or other types of
data [32]. On the other hand, machine learning models based
on tree-based methods, compared to deep learning models,
are limited to processing tabular data with a limited num-
ber of columns and cannot easily incorporate other types of
data.
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1) MACHINE LEARNING-BASED METHODS
The Authors in [44] presented the results of a study that
applied unsupervised learning based on K-means using sta-
tistical properties that they judged to be relevant in the flow
(e.g., number of packets, duration, packet arrival time devi-
ation, length of the first ten packets, etc.). Their clustering
model achieved only 86% accuracy using statistical proper-
ties. Furthermore, the following research results [45], [46]
should not be underestimated, which show that NTC based
on flow statistics also has problems. Flow statistics-based
features can vary considerably depending on the structural
characteristics of the group-level network. In the case of bidi-
rectional Internet traffic, the tolerance of the characteristics is
not general. It can vary over time, as the usage characteristics
of the terminal users are variable and dependent on unstable
temporary events.

However, there is notable research that attempts a new
approach to flow data, moving beyond the statistical
properties of flow data [47]. The authors in [48] stud-
ied a high-performance online classification method using
zero-length packets for TCP data. Based on their findings,
zero-length packets have no payload and contain only TCP
control information. They constructed information about
application-specific fingerprint sequences in application pro-
tocol data units based on zero-length packets and classified
the traffic using the specific decision tree algorithm. Conse-
quently, they achieved 97% accuracy. Their research, based
on application-specific fingerprint sequences, is noteworthy
because it can be used to find essential classification grounds
even from packets without payloads.

These research results indicate that results can vary greatly
depending on the perspective of the researchers who obtain
the features input to the machine learning model.

2) DEEP LEARNING-BASED METHODS
Asmentioned in the previous part, depending on the direction
in which the researcher needs to deal with the data, the
data is preprocessed in a form suitable for the input data,
and then input to the selected model (i.e., machine learn-
ing model, CNN model for image [49], Long Short-Term
Memory (LSTM) model time series data [50], etc.). General
classification problems of other domains indicate that while
domain-specific (i.e., image or language understanding) solu-
tion perspectives are important, the NTC domain allows for
more flexibility in approach.

The authors in [24] used a convolutional layer to obtain
the inherent field characteristics of each packet from a spa-
tial structure and an LSTM layer to treat the previously
extracted features from a time series perspective. Therefore,
we found that they did not deal with single-packet data from
a time series perspective. The authors in [24] simultaneously
designed a deep learning model that used spatial construction
of packet bytes and time series characteristics of flow using
a combination of CNN and RNN. Their focus was on each
packet and flow. They used CNN to render network traffic

data as an associated image. They designed the structure of
the CNN-LSTMconnectionmodel by converting packets into
images, extracting structural features through CNN, and then
connecting the extracted information to an LSTM network
so that the time series characteristics of the flow are simulta-
neously reflected in the model. With the CNN-LSTM linked
model, they achieved 96.32% accuracy.

Another noteworthy research implemented each classifier
based on three models and compared their performances.
The three models are MLP, Stacked AutoEncoder (SAE), and
CNN [51]. The authors focused on raw packets. It was not
designated whether the raw packet was the first. To use them
as inputs for eachmodel, they preprocessed the size of the raw
packet of each application to 1,480 bytes. Packets shorter than
1,480 bytes were padded with ‘0 × 00’, and packets longer
than that were cut off. Although all models performed well,
it was unavoidable that the best-performing SAE model was
extremely large, consisting of over 1.3M parameters.

The authors in [40] proposed ET-BERT, which uses the
Masked BURST Model and the Same-origin BURST Pre-
diction structure, referring to the structure of BERT, which
is based on the Transformer layer. ET-BERT presented
results on packets and flow, respectively. This model was
pre-trained with many unlabeled data and fine-tuned with a
few task-specific labeled data. The F1 values of the service
and application classification results, performed on the single
packet basis of the ISCX VPN-nonVPN 2016 dataset (ISCX-
VPN2016) [52], reached 98.90% and 99.37%, respectively.
However, the ET-BERT model only focused on packet-level
features and did not consider byte-level features of encrypted
traffic, so it could not escape the disadvantage that it needed to
perform the pre-training process of a general large language
model and had an enormous computational and resource
burden.

Given the excessive number of parameters in deep learn-
ing models, the size of stored models, and network device
resource constraints, the continuous need to extract signif-
icantly relevant features and reduce model complexity to
make deep learning-based network solutions suitable for
production-grade has been raised [53]. In [9], we adaptedDis-
tilBERT, which uses the natural language processing mech-
anism, to the NTC domain. We used the above-compressed
model to classify using reduced features, which consist of
lightweight 63-byte packets with headers and partial pay-
loads. We compared the results of the first packet with
those of the flows. Furthermore, we applied Comparative
Learning to process four multi-attribute packets simultane-
ously by removing feature redundancy. The F1 score of
the service and application classification results, performed
on the packet basis of the ISCX-VPN2016 dataset, reached
97.0% and 98.1%, respectively. The trained model classified
128 packets per second. Through model and feature reduc-
tion, we provided a starting point for proposing a feasible
solution even under resource constraints. The reason for
using only 63 bytes as input is that the BERT-based natural
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language processing model has one of the highest classi-
fication performances using Comparative Learning, which
was experimentally shown in our previous study [9]. Fur-
ther description as to the choice of 63bytes was presented
in Sections III-B and IV-A. Based on the above research
results, we anticipated that a packet-based approach using
a standardized tabular format with only 63 bytes of raw
data could provide sufficient performance results even when
using machine learning models [32]. So, we have designed a
comparison of the results of injecting just 63 bytes of raw data
into various tree-based machine learning models suitable for
tabular data with the performance of the previous lightweight
deep learning models.

In another context, although outside the NTC domain,
research that comprehensively compares deep learning and
machine learning is noteworthy. The authors in [54] revealed
that while deep learning models have achieved tremendous
performance on text and image datasets, their performance
superiority on tabular data is unclear. They provided a notable
reference on tree-based models such as XGBoost, Random
Forests, and several deep learning models through many
datasets and hyperparameter combination trials. Results
showed that tree-based models outperform deep learning
models onmedium-sized data (around 10,000 samples), aside
from the measured superior speed.

The above research result may imply that if the perfor-
mance of deep learning and machine learning models is
almost the same when only tabular data is used as input, pace-
setting research can be needed to improve the performance
and robustness of deep learning models. This may repre-
sent a significant and noteworthy turning point in various
research fields. Hence, to persist and extend their consid-
erable achievement in [54], empirical investigations on the
different inductive biases through comparison of tree-based
machine learning and deep learning models can also be
needed in various fields, including the NTC domain. In this
paper, we have attempted to approach that subject empirically
from the above perspective.

B. INSUFFICIENT AND IMBALANCED DATA
Although not in the NTC domain, there are studies on the
effectiveness of data augmentation for insufficient data in the
computer vision domain. The authors in [36] demonstrated
remarkable performance in traffic sign image classifica-
tion by leveraging data augmentation in the image domain.
Given the limited size of the available training dataset, they
utilizedmore than 20 advancedmulti-technique data augmen-
tation methods to improve the accuracy of traffic sign image
classification. Thismulti-technique data augmentation signif-
icantly improved the performance of deep learning models by
applying controlled transformations to the original dataset,
increasing the training data’s diversity and robustness. The
results of a comparative analysis with the model learned
from the original data set were presented. They showed that
multi-technique data augmentation improved the accuracy
of traffic sign image classification by 2.3%, revealing that

data augmentation was effective in improving the model’s
performance. Their data augmentation methods, which use
various technologies, have provided notable implications for
a methodologically flexible approach to model improvement
in the NTC field.

The researchers tried data augmentation in the NTC
domain as a new approach [1]. They created each new flow by
selectively extracting individual packets from existing flows
of the same class and then combining them into a flow. They
assumed that the newflowwould behave similarly to the sam-
ples used to combine the flows so that they could be labeled
accordingly. By transforming combinations of existing data,
they changed each flow enough to be considered new data
but still retained the same class. Their approach differs from
ours in that it generates flows by modifying existing packets
directly or through learned models, as their approach is to
create new combinations based on existing data.

The authors in [55] analyzed the problem of learning from
imbalanced data (i.e., the imbalanced learning problem) from
various theoretical perspectives. The imbalanced learning
problem has been suggested to be related to the performance
of learning algorithms in situations where data is scarce and
there is severe hierarchical distributional skew. Therefore,
overcoming the imbalanced learning problem suggested the
need for new understanding, algorithms, and tools to trans-
form large amounts of raw data into efficient and actionable
information and knowledge representations. In their work,
representative methods such as sampling methods, cost-
sensitive learning methods [56], and others were presented
methodologically. Since the sampling method maintains the
original data’s uniqueness, unlike data augmentation, it only
calibrates the imbalance of the data. Cost-sensitive learning
methods are functional adjustment techniques in the learn-
ing process of the model and are not related to quantitative
changes in the data.

Care must be taken when adjusting the data distribution by
sampling method, and there are cases where the distribution
has been incorrectly adjusted. For example, considering the
imbalance of class data in ISCX-VPN2016, authors in [51]
adjusted the quantity through random sampling to fit each
class with the same amount. The researchers in the paper
presented that the model’s performance was lower because
the model did not learn as well as the original data, even
though the adjustment was made for the minority class. The
distribution characteristics were too different from those of
the original data set. In [57], researchers have experimented
with the same quantitative configuration to diminish learning
bias in collecting data for each class. As in the previous case,
it cannot be ruled out that the model did not learn properly
for the major class.

The experimental method [58] that brought about positive
effects of oversampling for minority classes differed from
the uniform distribution [59]. A notable aspect of their work
was that they applied the resampling method while main-
taining the imbalanced data distribution ratio and presented
meaningful results. Experimental results show that there are
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two ways to adjust the ratio of training data to alleviate data
distortion. The two methods were uniform sampling, which
ideally samples each class in equal amounts, and hierarchical
sampling, which samples each class to maintain the same
distribution as the original data set. The latter showed better
classification performance than the former. The original data
ratio determined the distribution characteristics of each data
set. The changed proportion of classes with less data through
resampling became an essential element in learning. Changes
in the data distribution from which the model learns also
affected the model’s learning results.

The authors in [38] presented empirical results that inval-
idate the implicit assumption of many studies on classifier
research. That false implicit assumption is that the class
distribution of the training data should match the original
‘‘natural’’ distribution. So, they changed the class distribution
of the training set so that the distribution between theminority
and majority classes changed. As a result, their study showed
that the naturally occurring original class distribution is often
not the best fit for learning and that using a different class
distribution, which is a state where the distribution of a partic-
ular class is not extreme, can lead tomuch better performance.
However, a caveat did not apply when the class distribution of
the altered training set deviated significantly from the original
class distribution. Contrariwise, they also showed that for
natural distributions with extremely small minority class dis-
tributions, the modified distributions perform slightly better
than the original distribution. One important thing to note is
that the performance is good when the training data does not
deviate too much from the original natural distribution and at
the same time is similar. Based on the research results of [38],
we applied data augmentation by selecting a minority class to
make the class distribution natural, but we were careful that
the performance may not improve if the class distribution of
the altered training set deviates significantly from the original
natural class distribution.

C. ROBUST LEARNING
Research on increasing model robustness should begin with a
comprehensive perspective that the overall direction of model
learning comes from data. Among related studies, four repre-
sentative ones are multi-modal learning, multi-task learning,
out-of-distribution sample, and few-shot learning.

1) MULTI-MODAL LEARNING
Researchers have systematically studied the relationship
between deep learning and multi-modal learning in [60]
and [61]. With the remarkable success of deep learning in
the computer vision domain, the direction of deep learning
research is expanding to highlight the advantages related to
more complex multimodal data. These multimodal data sets
are composed of data from various perspectives observing
a single phenomenon. Multimodal data complement other
data at the model training step to support effectively learn
from complex tasks. It is well presented in their works that
the more significant advantage of deep learning is that it

can automatically learn through hierarchical representation
for each modality by manually designing modality-specific
features.

Authors in [62] had analyzed the flow features of encrypted
traffic (e.g., length sequences, message types, statistical fea-
tures, etc.). Although they could achieve good results in some
cases, they concluded that these handcraft-extracted fea-
tures could not apply to each different task individually, and
important information was lost, which could affect the clas-
sification accuracy. To address these issues, they designed a
multimodal-based deep learning framework, which used raw
bytes and length sequences as multimodal inputs. They used
a self-attention mechanism in the model to learn deep rela-
tionships between network packets in bi-flows and applied
unsupervised pre-learning in the learning process. The effec-
tiveness of their multi-modal framework was demonstrated
in 19 applications, showing an accuracy of 99.22%. It was
remarkable that robust learning of the model was achieved
based on the multimodality of the inputs forwarding to the
model.

2) MULTI-TASK LEARNING
A primary motivation in the introductive stages of multi-
task learning [63] was to alleviate the problem of having
limited data for each task. In the computer vision and natural
language processing domains, the powerful resources pro-
vided by ‘‘big data’’ have shown that deepmulti-task learning
models can outperform single-task models. The reason why
multi-task learning is effective is because it utilizes more data
across different learning tasks. This contrasts with single-task
models. Multi-task learning becomes more robust as it uses
more data across multiple tasks. Since it can learn universal
representations, it improves knowledge sharing across func-
tions, improving each task’s performance and resulting in less
overfitting on each task.

There is a paper [29] that presents the benefits of extend-
ing from a single-task baseline to a multi-task, multi-modal
architecture in the NTC domain. The authors proposed a
multi-modal, multi-task deep learning approach. By leverag-
ing data heterogeneity, they presented results that surpass the
performance limitations of conventional single-task-based
classification. At the same time, it solved various traffic
classification problems with different modalities. The results
showed a 5-8% performance improvement over single-task,
single-modality approaches. This indicates that multi-task
learning and multi-modal learning act as levers to increase
the learning robustness of the model within an independent
model. The previous study [64] also found that multi-task
learning significantly impacts deep learning models. How-
ever, the magnitude of the change is different compared to
the multi-modal, multi-task deep learning model in [29].

3) OUT-OF-DISTRIBUTION SAMPLE
The uncertainty of a learning model on out-of-distribution
samples occurs both when the model is uncertain about which

VOLUME 13, 2025 6011



C.-Y. Shin et al.: Data Augmentation-Based Enhancement for Efficient Network Traffic Classification

class to choose in label assignment and when the data does
not belong to a pre-learned class. Thus the classification can
be uncertain [11]. Experimentally, the above studies have
shown that the performance of models trained on general data
distribution can be improved by designing them to undergo
an additional step to learn quickly on out-of-distribution
samples. That is, they performed out-of-distribution sample
detection based on score evaluation, and then retrained the
model to improve the robustness of themodel.While they col-
lected out-of-distribution samples through time-consuming
manual work, we applied data augmentation to solve the
related problem in about an hour.

4) FEW-SHOT LEARNING
The ability of an AI model to generalize characteristics of
data by learning from a small amount of data is known as
Few-Shot learning [65], [66], [67]. A generative data aug-
mentation method based on Few-Shot learning theory, which
can effectively capture and reproduce synthetic data with
similar characteristics throughmodels trained on natural data.

TABLE 1. Data type by task.

Few-Shot learning and data augmentation stand for back-
ground and implementationmethods, respectively, and can be
seen as starting with the same motivation other than a theo-
retical role difference. Research results have had significance
in practicality and suggested substantial advantages in two
aspects. First, collecting thousands of labeled data to achieve
reasonable performance on a new task is unnecessary. Easing
the data collection effort and reducing the computational
cost and time spent on preprocessing can ease the effort.
Second, in many domains, data collection is often difficult
or impossible for reasons such as privacy and security. This
may be an alternative to these cases.

III. METHODOLOGY
In the NTC domain, determining the data units to be input into
a classification model can be important, as it involves finding
a form that fits the characteristics inherent in the classification
model. Session data, which consists of all bidirectional trans-
mission and reception packets, and flow data, which means
only unidirectional packets, do not target single packets.
Both types are sequential arrangements of packets rather than
individual features, so they can have the characteristics of
time-series data.

In other words, a single packet is a collection of values that
occurred at the same time and does not have the properties
of time-series data. We reflected the research results [40],

FIGURE 1. Donut chart showing the distribution of network traffic type
data (task 1).

FIGURE 2. Donut chart showing the distribution of internet application
data (task 2).

[68], [69] that experimentally showed that the entire fea-
tures or subsets (i.e., partial packets) of a single packet that
occurred simultaneously in this time unit are also suitable
for traffic classification. The above partial packets have been
transformed into standardized tabular data, allowing for the
simultaneous application of various classification models,
such as machine learning or deep learning models. Based on
the previous perspective, we built our research and applied
it to an efficient machine learning model suitable for tabu-
lar format data. We also compared and analyzed it with a
lightweight deep learning model regarding performance and
efficiency. Furthermore, we have extended it by applying data
augmentation techniques to increase the learning robustness
of the model.
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A. DATASET
The ISCX VPN-nonVPN 2016 dataset (ISCX-VPN2016)
[52] is an open dataset of the University of New Brunswick
and is widely used by other researchers in the NTC field [11],
[20], [21], [40], [41], [56], [69].

We also choose the ISCX-VPN2016 dataset for the open-
ness of our implementation approach to our research process.
The open ISCX-VPN2016 dataset contains both general traf-
fic and VPN traffic. There are six types of network traffic
collected from various applications. They can be categorized
as chat, email, file transfer, P2P, streaming, and VoIP. There
are 15 types of internet applications, such as Facebook and
YouTube. The original ISCX-VPN2016 dataset is seriously
unbalanced. It reflects the characteristics of actual data as
they are, ensuring an open research scope. This paper aims
to study one of the meaningful solutions for utilizing data
in this imbalance. Details of the ISCX-VPN2016 dataset
are available in Table 1 and Table 6. The two types of
task-specific data obtained through the preprocessing step in
Table 1 consist of 27,814 and 134,563.
The class distribution of the two kinds of task-specific

data is shown in Figures 1 and 2. In the following work, all
processes were performed after maintaining the split ratio of
training and test data as 80:20 for independent distribution of
augmentation data. In the following Section V-D, these two
types of training data have been separated from test data and
augmented.

In [70], they also mentioned the class imbalance problem.
The class imbalance problem of a data set is an ongoing issue
and a significant problem for the training of classification
models. The mistake of ignoring or misclassifying a minor-
ity sample while focusing only on the classification of the
primary sample can be made unconsciously. In this work,
we applied two different data augmentation methods with
different methodological frameworks from the perspective of
data augmentation, with a focus on increasing the minority
class. How we dealt with it is described in Section IV-D.

B. DATA REPRESENTATION
1) PREPROCESSING FOR STANDARDIZED FORMAT
We considered it desirable and adapted the method used by
the authors of Deep Packet [21] to reduce the influence of
the length of individual packets and preprocess packets into
a structured form, such as tabular format data. This stan-
dardization locates the related values of their attributes in its
own fixed place. The Ethernet header had been removed. The
UDP header padded the insufficient with zeros to make the
UDP header 20 bytes long, the same size as the TCP header.
IP addresses were masked in the IP header, as specific IPs
can add bias to model training. It removed irrelevant packets,
such as packets with no payload or DNS packets.

Then, the raw packets were converted into byte vectors.
To prevent the learning bias of the model due to packet size,
the excess parts of byte vectors larger than 1,500 bytes were
truncated, and the missing parts of byte vectors smaller than
1,500 bytes were padded with zeros. The byte vectors were

FIGURE 3. The hierarchical structures and the detailed header according
to the TCP/IP protocol.

normalized by dividing each byte by 255. Therefore, each
byte value has been normalized to be between 0 and 255.

2) UNIFYING THE EXTENT OF INPUT FOR ALL MODELS
In the NTC domain, since the Transformer layer-based BERT
series deep learning models can achieve optimal perfor-
mance when using Comparative Learning [9]. Comparative
learning is a structure that trains 4 packets, each consist-
ing of 128 bytes, simultaneously. The structural design that
applies to the Natural Language Processing (NLP) model
within the input range of the BERT series, which is gen-
erally limited to 512 bytes, is described in Section IV-A.
Section IV-A describes the characterization and Comparative
Learning of the ALBERT model in the natural language
processing domain to apply NTC for packet classification.
This characterized structure can be suitable for performance
comparison in terms of experimental results, as it can be
applied to all BERT series models. According to the above,
we used 63 bytes of input for all comparison models, exclud-
ing 65 bytes of structural data out of 128 bytes that are
used to adapt the NLP model. Hereafter, the 63 bytes, the
partial packet, are the first 63 bytes of the first packet of the
flow. Therefore, the partial packet consists of the IP header
(20 bytes), the TCP/UDP header (20 bytes), and the partial
of the encrypted payload (23 bytes), as shown in Figure 3.
This partial packet is the basic unit for data augmentation in
our study and is the basic structure of the data input to all
classification models.

It was thoroughly considered that there would not be a
problem with the sensitivity difference when using input
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data of more than 63 bytes in the classification model. The
experimental basis revealed is described in the Discussion
section of this paper for machine learning models, and it was
confirmed in our previous research [9] for NLP-based deep
learning models.

C. TWO CONTRASTING DATA AUGMENTATION
In terms of data augmentation methodology, flipping, resiz-
ing, cropping, rotating, etc., can be used for image data.
can be used. However, designing similar rules for data in
other domains relies heavily on domain knowledge [71] and
requires a lot of validation effort. Furthermore, augmentation
rules are specific to a particular dataset and may be difficult
to apply to other datasets. Consequentially, it is realistically
very difficult for humans to design and implement all possible
changes.

Because there have not been many approaches to data
augmentation in the NTC domain, there has not been much
development in terms of taxonomy. Therefore, among various
methods in the Taxonomy of the time series domain [37],
the following two were selected. We designed two opposite
augmentation methods to ensure that the classifier is suitable
for directly using the 63-byte tabular format data generated
through augmentation. The former is based on the random
transformation of each data, which can be called the method
of specific sample-driven augmentation. The latter is based
on learning of generative models for overall data, which can
be called the method of entire sample-driven augmentation.

Figure 4 shows the overall flow of improving the robust-
ness of the model through data augmentation. The training
data and test data were separated before the data aug-
mentation process. After that, we chose one of the two
afore-mentioned methods as the data augmentation method.
The combined data consisted of training data and augmented
data generated based on the original training data. That is,
after acquiring augmented data using a generator from train-
ing data, combined data can be obtained by assembling the
augmented data with the original training data. The empirical
verification process should be repeated for the augmented
data by comparing the performance of the combined data
with the original training data. When performing the data
augmentation step in the data augmentation process, we con-
sidered that the model performance could vary significantly
depending on the data augmentation degree of the minority
class, as mentioned in Section II-B. So, to prevent the changes
in the minority class from being too large, we designed it so
that a moderate amount of augmentation is performed mainly
in the lower minority class.

The overall adjusted ratios through augmentation are
detailed in Table 6.

1) ADDING RANDOM NOISE: JITTERING
Specific Sample-Driven Augmentation (SSDA) has been
materialized by adding randomnoise. Jitteringwas chosen for
that. Jittering, a classic but very simple and effective method

FIGURE 4. Diagram showing the cyclical structure of original data
partitioning, augmentation, model learning, and assessment to increase
model robustness by utilizing data augmentation.

Algorithm 1 Jittering
Input: First_63_Bytes, MAX_LEN = 63, NOISE_RATIO = 0.1
Output: First_63_Bytes added with noises
1: functionValues_diff(array)
2: Calculate the i-th discrete difference # out[i]= a[i] - a[i-1]
3: Calculates the mean µ and standard deviation σ of array
4: return elements of array within the range µ− σ ≤ array ≤

µ+ σ
5: end function
6: DIF← Values_diff(First_63_Bytes)
7: µdif ← Compute the mean µ of DIF
8: σdif ← Compute the standard deviation σ of DIF
9: POS← Select a random subset of indices, POS, of size

MAX_LEN × NOISE_RATIO
10: Generate random noise from a normal distribution with mean

µdif and standard deviation σdif , and assign noise to the
positions indicated by POS.

11: Inject the generated noise into First_63_Bytes at the indices
specified by POS.

12: return The modified First_63_Bytes
# selectively added noises to each byte

of transformation-based data augmentation [72], [73], was
applied to increase the robustness of individual data values
by varying the amount of variation in the range of each value.
p1 denotes the first single packet which is extracted from
interactive session data. v1 means the actual value of packet
data in bytes.

p1 = (v1 + ε1)+ . . .+ (vn + εn) (1)

In Equation (1), εn is the noise vector is designed to be
optionally added. The optional εn can be zero, or a specific
value that is obtained probabilistically. The vertical selection
range of values for the optional vector, εn, is a random vari-
able based on the mean and standard deviation, which are
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the basic statistics of the range of variation in the selected
data. In addition, the horizontal selection range for each byte
is such that only a small fraction of all bytes is randomly
selected. As the NOISE ratio increases, the proportion of
important features that the model should focus on changes
significantly, which can have a negative impact on learning,
so we set it to 10%. We used the first 63 bytes from the
packet as input to the jittering module to add noise directly to
the data. Afterward, the 63 bytes of generated data are then
retained for use as a tabular format data type in the classifier.
At this time, the label of the generated synthetic data was
specified as the label of the original data entered the jittering
module.

2) UTILZING GENERATIVE MODEL: CGAN
Entire Sample-Driven Augmentation (ESDA) has been
materialized by the generative model. Conditional Generative
adversarial Network (CGAN) was chosen for that. CGAN is
a GANmodel that allows researchers to produce data with the
desired labels by adding condition variables during the GAN
training process [74]. It is a unique structure in which two
‘adversarial’ separatemodels are configured to learn together.
These two consist of a generative model G that captures the
properties of the original data, learns them, and then creates
data, and a model D that discriminates whether the samples
created by model G are real or synthetic data.

Since it has been trained under a condition, denoted here
as y, it is possible to obtain the desired data conditional on y.
Therefore, we used label as the y value identically for making
synthetic data by each label thereafter.

min
G
max
D

V (D,G) = Ex∼Pdata(x)[logD(x|y)]

+ Ez∼Pz(z)[log (1-D (G (z | y))] (2)

In Equation (2), E means the general characteristics of
stochastic as a distribution of small values. Pdata (x) denotes
the distribution of training data and Pz (z) denotes the
randomly added noise distribution. The generator learns
Pdata (x) and builds its function based on the combination of
noise distribution and the input conditions, denoted as y.

FIGURE 5. CGAN, which represents a Generator and Discriminator that
perform competitive circular learning depending on conditions.

TABLE 2. Network architecture and hyper parameters of CGAN.

The discriminator builds a probability function that repre-
sents Pdata (x) as a single scalar value. In this case, x also
should be the data with the combined condition. A value
function V (G,D) can be thought of as a learning process that
achieves the simultaneous goal of minimizing the value of
G while maximizing the value of D. Figure 6 illustrates the
general structure of CGAN, which uses labels as conditional
values to generate data according to the labels. In terms of
learning structure, this network is based on the basic structure
of training the generator first and the discriminator afterward.
To elaborate, the generator creates a synthetic sample that
is input with a noise vector and a condition vector. By dis-
tinguishing between this synthetic sample and the original
sample with the condition vector added, a structure is formed
in which the discriminator learns while the generator also
learns at the same time. During a unit epoch, the generator and
the discriminator learn simultaneously for all data through
this competitive structure.

The two samples that form the basis of learning are fake
samples generated by the generator and real samples with
a condition vector added. To keep the size of the NOISE
vector smaller than the size of the partial packets used as input
to train the generator model, which is 63 bytes, we set the
NOISE vector to a much smaller size of 6 bytes. When spec-
ifying the NOISE vector, it should be considered equivalent
to the NOISE ratio of jittering algorithm.

TABLE 3. Size comparison of bert series models.

As the proportion of input noise increases, the proportion
of important features that the model should focus on changes
significantly, which can have a negative impact on learning.
The condition value input to the CGAN is the same as the
label value so that the generation model can generate the
packet data with the required label later. So here we have
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applied 6 types of labels for Task 1 and 15 types of labels for
Task 2 as the condition. As revealed in Table 2, we kept the
neural network structure of the generator and discriminator
simple, with four linear layers symmetrically.

D. PREPARING EXPERIMENTS
Since the two data augmentation methods we chose are
different, the preparation process is different to enable the
data augmentation to be evaluated recursively according to
Figure 5. In the case of CGAN, after the training is completed,
the packet generation model G is saved and used as the gener-
ation network of the data augmentation module in Section V.
We can simply generate synthetic packets according to the
labels of the classes we need to generate. On the other hand,
Jittering needs to create a synthetic packet by inserting ran-
dom noise based on the training data, so we divided the
training data by class and configured it beforehand for use
in the Jittering module.

IV. BASELINE OF CLASSIFICATION MODELS
This paper also places intermediate significance on com-
paring the dominance of computational performance metrics
between machine learning models, including deep learning
models. Therefore, the following describes the theoreti-
cal characteristics of baseline models used in this work.
It includes three BERT-based deep learning models adapted
to NTC and three machine models such as Random Forest,
Extra Tree, and LightGBM.

A. DEEP LEARNING MODELS FOR CLASSIFICATION
1) THREE BERT SERIES MODELS
In a DistillBERT, which was a Transformer-based model
lightened by knowledge distillation [75]. However, the
teacher model itself, which consists of many parameters,
cannot be excluded from the learning process due to the
learning structure between the large teacher model and the
student model, so the learning process cannot be dimin-
ished anymore. Therefore, the ALBERT [76] model based
on the Cross-layer Parameter Sharing Structure of Universal
Transformer [77], which was started from the perspective of
moving away from the extensive parameters of the teacher
model of such knowledge distillation, is much smaller than
the parameter size of the model based on distillation that we
studied before, about one-fifth of the size. The output of each
Transformer layer is fed back into its input, called Cross-layer
Parameter Sharing. It uses a recursively Transformer layer.
ALBERT is a structure that shares all layer parameters, so the
number of parameters does not increase even if the number
of layers increases by sharing all parameters between layers,
such as the Attention layer, feed-forward network layer, etc.

Furthermore, after using Universal Transformer’s Cross
Layer parameter sharing to eliminate the redundancy of the
same layer in the model, ALBERT applied the Factorized
Embedding Parameterization technique to reduce the layers’
size again. In ALBERT, the authors factorized the embedding
parameter into two smaller matrices.

In Equation (3), instead of projecting the one-hot vector
V (Vocabulary size) directly to the H (Hidden state dimen-
sion) vector, they projected it through the low-dimensional E
(word Embedding dimension) vector, which is the embedding
size.

O (V × H)⇒ O (V × E + E × H) (3)

In Table 3, DistilBERT [78] reduces the model and parameter
size by half compared to the original BERT by using knowl-
edge distillation. Using the above two significant weight
reduction methods, the ALBERT model is about one-fifth
smaller in model and parameter size than DistilBERT.

2) ADAPTATION TO NTC DOMAIN
To adapt the ALBERT model based on the natural lan-
guage processing mechanism to the NTC domain, we have
introduced packet-specialized tokenization and Comparative
Learning from our previous work [9] in the front and back
stages of the model, as shown in Figure 1.

As a first step for packet-specialized tokenization, each
byte of the packet corresponds to a word in the natural
language processing domain, so we put a ‘space’ between
each byte value for separation to apply the embedding while
maintaining the value of the individual byte. The next step
was to use the subword tokenizer of BERT for tokenizing,
inserting special tokens CLS and SEP, which typically sep-
arate the start and midpoint of the input data. Furthermore,
we also inserted the STARTER, a special token designed to
separate each packet as a preliminary operation that considers
Comparative Learning.

After packet-specialized tokenization for the first 63 bytes
of the packet, the 128-byte size is composed of 3 bytes of
three special tokens STARTER, CLS, and SEP, 63 bytes of
the input value, and 62 bytes converted to the ‘comma’ string
values between the input values. Comparative learning is a
structure that trains 4 packets, each consisting of 128 bytes,
simultaneously.

The structural design applies to the Natural Language
Processing (NLP) model within the input range of the BERT
series, which is generally limited to 512 bytes. The four
128-byte represented packets were concatenated, simultane-
ously embedded, and passed through the ALBERT model,
and the resulting values were trained and classified using
Comparative Learning at once.

The above three Transformer-based deep learning mod-
els, which are overtly provided online, were used to be
directly fine-tuned through transfer learning. After that, the
three-step structure of packet-specialized tokenization, each
model’s internal processing (BERT, DistilBERT, ALBERT),
and Comparative Learning were designed to be identi-
cally applied to the above three models. An experimental
comparison of learning performance for models reflect-
ing the same mechanisms we designed is presented in
Section V.
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FIGURE 6. An example of ALBERT, a structure that adapts the NLP
mechanism of the BERT series model to the NTC domain. The sequential
three-stage structure (packet-specialized tokenization, model internal
processing, and comparative learning).

B. MACHINE LEARINIG MODELS FOR CLASSIFICATION
1) RANDOM FOREST
Random Forest [79], as the name suggests, is a method
that extracts results by ensemble and prevents the creation
of duplicate decision trees through ‘random’ as much as
possible.Di = {e1, e2, · · · , ei−1, ei means the data have i
number of elements. The ei denotes the i-th element of data.
When the data has n finite elements, bootstrap is executed
to create new datasets, Dn, by selecting ei. At that time,
ei is extracted as often as n, with replacement sampling
(allowing for duplication). When Dn are generated using n
number of Datasets respectively, DT n denotes n number of
decision trees. The DT n has a n-type of shape depending on
the different n number of data sets. The n predicted values
are aggregated through DT n, and classification is performed
through voting. To sum up, an important part of RF is ran-
domly extracting ei through restoration sampling to create
new datasets, Dn. Through this process, Random Forest has
reduced bias and variance.

2) EXTRA TREE
Extremely Randomized Trees (Extra Tree) [80] are charac-
terized by adding randomness when splitting. To explain in
comparison, the Random Forest finds the best part among
the randomly selected features and continuously splits them.

When focusing on features, while Random Forest only
considers randomly selected features, Extra Tree added ran-
domness when splitting. As an ensuing process, finding
the point with the highest information gain and splitting is
the same as Random Forest. Reflecting the random charac-
teristic in feature selection, it reduces bias by configuring
the tree shape differently and forming an ensemble. It also
reduces variation by randomly selecting features and splitting
them.

3) LightGBM
LightGBM [81] has achieved the effect of reducing the size
of the dataset and the effect of feature engineering through
new algorithms called Gradient-based One-Side Sampling
and Exclusive Feature Bundling and has greatly increased the
execution speed. As the name suggests, Gradient Boosting
Decision Tree utilizes Gradient Boosting in the process of
creating a Decision Tree. LightGBM is one of several solu-
tions proposed to efficiently construct a Gradient Boosting
Decision Tree.

The boosting technique is a method that intensively learns
the parts that were not learned well in the previous stage at
each stage. In the process of increasing the branches of the
tree, the gradient is calculated, and the leaves are split at
the part where the loss function can be reduced the most.
In addition, at each stage, a tree is created that intensively
learns data that was not learned well in the previous stage.
The part that takes the most time and resources in the process
of creating a Gradient Boosting Decision Tree is the part
of finding the split point. This is because all values of the
corresponding feature must be sorted, and which part of all
possible split points best classifies the data.

Since checking all the split points in this way is inefficient,
to efficiently construct Gradient Boosting Decision Tree,
LightGBM uses two algorithms named Gradient-based One-
Side Sampling and Exclusive Feature Bundling. Gradient-
based One-Side Sampling is an algorithm that reduces the
number of instances, which are samples in the dataset. The
basic assumption of Gradient-based One-Side Sampling is
that the larger the gradient of an instance, the greater the
influence and the less learned the instance is. A large gradient
of an instance means that changes in the values (elements)
that make up the instance can bring about a large change in
the loss function.

They consider such instances as instances that the model
has not learned enough, and therefore we reduced the num-
ber of samples in the dataset by including such instances.
When learning a tree, it calculates all the information gains
corresponding to each split point and splits the point with
the largest information gain. They proved that there is an
upper bound on the difference in information gain between
the reduced dataset and the original dataset.

Exclusive Feature Bundling is an algorithm that reduces
the number of features in the dataset. Exclusive Feature
Bundling is a method to reduce the number of features by
grouping mutually exclusive variables into a single bucket
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under the assumption that high-dimensional data is sparse.
Here, ‘‘mutually exclusive variables’’ refer to variables that
do not have non-zero values at the same time. Since there are
few completely mutually exclusive variables, a condition that
allows a certain amount of conflict (the number of instances
that are not mutually exclusive) was added. This is called
random polluting, and they proved that there is an upper
bound on the difference in results when random polluting is
applied, so that even if a certain level of conflict is allowed,
there is no significant degradation in performance.

V. EXPERIMENT RESULTS AND ANALYSIS
A. RESOURCES AND METRICS
The implementation details have been described in Table 4.
BERT, DistilBERT, and ALBERT classification models are
based on the Transformer layers. Including the above deep
learning model, the MLP-based CGAN, used for data aug-
mentation, utilized GPUs. The three tree-based classification
models (LightGBM, Random Forest, and Extra Tree) and the
Jittering module, the generative model used for data augmen-
tation, utilized the CPU. At the beginning of the experiment,
we used the Pycaret library to perform basic performance
tests on the machine learning models.

After that, we experimented with the Scikit-learn library to
tune the hyperparameters of each machine learning model to
elevate their performance.

Accuracy =
TP+ TN

(TP+ FN + FP+ TN )
(4)

Recall =
TP

(TP+ FN )
(5)

Precision =
TP

(TP+ FP)
(6)

F1 score =
(2× Recall × Precision)

(Recall + Precision)
(7)

TABLE 4. Configuration of experimental resources.

In Equation (4) ∼ (7), ‘T’ stands for true, ‘F’ stands for
false, ‘P’ stands for positive, and ‘N’ stands for negative,
i.e., ‘TP’ and ‘TN’ stand for the part of the prediction that
matches the actual value, and ‘FP’ and ‘FN’ stand for the part
of the prediction that differs from the actual value. TP rep-
resents the amount of data where the actual value is in the
positive class and the predicted value is in the positive class.
FP represents the amount of data where the actual value is in

TABLE 5. Performance and TestTime comparison of each model for
task 1.

the negative class and the predicted value is in the positive
class. FN represents the amount of data where the actual
value is in the positive class and the predicted value is in
the negative class. TN represents the amount of data where
the actual value is in the negative class, and the predicted
value is in the negative class. Accuracy is the percentage of
total values that the model correctly classified. Recall is the
proportion of things the model predicted to be true out of
actually true things. Precision is the percentage of what the
model classifies as True that is actually True. The F1 score is
the harmonic mean of precision and recall.

B. PERFORMANCE COMPARISON BETWEEN MODELS
As shown in Table 5, the deep learning model’s learning
performance was reflected by the number of epochs until the
best performance was achieved. In the case of BERT, since
it took 449 seconds for 1 epoch, the total training time was
3 hours and 44 minutes by reflecting the time of 30 epochs.

FIGURE 7. Graphs showing the changes in the loss values of the generator
and discriminator during competitive circular learning over 400 epochs.

DistilBERT took 290 seconds for 1 epoch, so the total train-
ing time was 1 hour and 37 minutes by reflecting 20 epochs.
ALBERT had taken 269 seconds for 1 epoch, so the total
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TABLE 6. Configuration of original training data and augmented data.

training time was 3 hours and 30 minutes by reflecting
47 epochs. On the other hand, LightGBM, Random Forest,
and Extra Tree only took 9.75 seconds, 24.0 seconds, and
17.7 seconds for the whole training process, respectively.
Among the above machine learning models, LightGBM,
which revealed one of the highest accuracies, is slightly lower
than BERT by about 0.05%. Still, the number of classifiable
packets per second is 23,672, which is a significant number
that can overcome the performance disadvantage. Further-
more, while BERT using GPU can classify 98 packets per
second, LightGBM can be evaluated as significantly efficient
in that it shows a speed performance 230 times better than
BERT while only using CPU resources.

Considering efficiency based on hardware resources and
packet classification rate per second as the classifica-
tion model, LightGBM revealed significant performances,
as shown in Table 5. So, hereafter, we have conducted
experiments and analyses on augmented data using only
LightGBM, which has demonstrated superior performance in
terms of efficient time utilization.

C. VISUALIZATION OF CGAN LEARNING PROCESS
In terms of the model’s learning structure, the learning losses
of the generator and the discriminator of the CGAN model
have been revealed to be symmetrical graphs, as shown in
Figure 7. As described in Section III, the discriminator con-
tinuously learns a series of two samples within a batch, which
are composed of a fake sample created by the generator with a

noise vector and a condition vector as input, and a real sample
with a condition vector, based on the batch size unit.

The generator and discriminator were trained in over
400 iterations, building gradual stability. Over the epoch,
while the loss of the generator has approached zero, the loss
of the discriminator has approached 1. It can be evaluated
that the generator and discriminator successfully completed
symmetric learning as planned through the learning process.

D. MODEL ROUBUSTNESS USING AUGMENTED DATA
The original training data of 22,248 and 107,650 for each
task in Table 6 correspond to 80% of the 27,814 and 134,563
obtained in the previous preprocessing phase. Based on the
original training data, the Jittering and CGAN were applied
to proceed with the augmentation of tabular format data [82],
and SSDA data and ESDA data were obtained. As explained
in Section III, the NOISE ratio is commonly applied to both
data augmentation methods, and the ratio was kept at 10%
of the data input. As the noise ratio increased, the range of
variation in the augmented data and the number of empirical
verifications increased.

However, the performance did not necessarily increase
proportionally. Combined data was obtained by assembling
the augmented data with the original training data.

In the data augmentation process, the class selection
for augmentation and the amount of augmentation should
be essential consideration factors affecting performance.
In detail, we considered that when the class distribution of
the training data deviates significantly from the original class
distribution, the performance improvement through the class
distribution change suggested in [38] could no longer be
applicable. Therefore, we selected the number of classes and
applied data augmentation not to deviate from the original
class distribution. For example, when implementing data aug-
mentation in Task 1, the FTP class was maintained so that
its proportion did not deviate significantly from the original
overall class distribution.

FIGURE 8. Donut chart showing the distribution of combined data for
task 1 in Table 6.
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TABLE 7. Performance comparison using LightGBM by 3 types of data and class weight.

FIGURE 9. Donut chart showing the distribution of combined data for
task 2 in Table 6.

The distribution of each data before and after data aug-
mentation can be confirmed visually by Figures 1 and 2 of
the previous Section III-A to Figures 8 and 9 of the current
section. For reference, the augmented data was generated in
approximately 30 minutes. The time it took for ESDA’s gen-
erator model to train using CGAN was less than 30 minutes,
and the total time to create the augmented data for Task
2 was 3.34 seconds and 6.79 seconds for SSDA and ESDA,
respectively. Since data distribution adjustment through data
augmentation is an empirical factor, comparing performance
test results with different distributions can be an essential
means to obtain better results.

As shown in Table 7, the three types of data are the original,
SSDA, and ESDA data. It also contains results of measuring
the performance of two types of tasks. Furthermore, when a
model learns imbalanced data, it can have a negative impact
on the model’s performance due to biased learning. So,
we added experimental results to simultaneously compare the
performance of models learned by reflecting class weights.

In Task 1, the model trained with SSDA data revealed
0.19% higher results in all performance metrics than the
model trained with the original data.

The model that reflected the class weights during the learn-
ing process showed 0.04% lower performance and 0.12%
lower than the model trained with augmented data using
ESDA. In Task 2, the model trained with ESDA data showed
0.26∼ 0.27 higher results in all performance metrics than the
model trained with the original data. The model that reflected
the class weights in the learning process showed a perfor-
mance of about 0.09% higher than the model trained with the
original data and 0.02∼0.03% higher than the model trained
with the augmented data using SSDA. However, it showed a
performance of 0.07∼0.08% lower than the data augmented
with ESDA. The model’s performance reflected class weight
in the learning process showed lower performance than the
superior model, which is among the models learned through
data augmentation (either SSDA or ESDA).

Although not shown in Table 7, models trained by applying
additional class weights to the combined data through data
augmentation showed lower performance. Therefore, the per-
formance of models using combined data in Table 7 did not
reflect class weights.

The results of applying oversampling to each task for
another contrast experiment to compare to class distribution
adjustment are shown in Table 8. For appropriate augmenta-
tion for each task during oversampling, SSDA was applied to
task 1, and ESDA was applied to task 2. Comparing Tables 7
and 8, the accuracy of the oversampling result was 0.9%
lower than that of the result that maintained the appropriate
ratio in Task 1 and 0.8% lower in Task 2. Therefore, it was
confirmed that a better result can be obtained through an
appropriate distribution that does not significantly deviate
from the original data distribution than a distribution due to
oversampling.

The data that constitutes the traffic type of Task 1 is a
class that groups similar services of different applications
into one kind and defines them with the same class label.
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FIGURE 10. (a) Confusion matrix by applying the test data to the LightGBM model, which had been trained with the SSDA-based combined data for
task 1. (b) Confusion matrix by applying the test data to the LightGBM model, which had been trained with the ESDA-based combined data for task 2.

TABLE 8. Performance comparison by oversampling using LightGBM.

Synthetic data generated by SSDA can have variable ranges
based on the properties of individual traffic data. Therefore,
since the data generated by the SSDA method can reflect the
characteristics of the original application, it can be analyzed
that the properties of individual applications do not disappear
because they do not reflect mechanisms directly related to the
application categories generated in taxonomic terms.

However, synthetic data generated using ESDA has vari-
able ranges within the group category where the generative
model learns the characteristics of the unified group category
type of each application traffic to determine the boundary.
The reason for this may be that each class of the synthetic
data of Task 1 generated through CGAN was learned by
grouping them into a unified type according to the condition
value (i.e., label) input when the generator model G of CGAN

was trained. Due to the fundamental difference in how these
two synthetic data are generated, SSDA seems to yield better
results for task 1, data augmentation by traffic type. The
unified network traffic type characteristics of the synthetic
data generated by ESDA have been analyzed to fail to repro-
duce the characteristics of individual traffic. The visualization
analysis of the synthetic data generated by SSDA and ESDA
has been presented in Section V-E.

Figure 10 (a) demonstrates the best performance metrics
of LightGBM trained on SSDA-based Combined data for
Task 1.

Figure 10 (b) demonstrates the best performance metrics
that LightGBM, trained on ESDA-based Combined data for
Task 2. In Figure 10 (a) and (b), each value on the left diagonal
presents the accuracy for each class as a confusion matrix.
Other values on the parallel lines indicate misclassifications
into different classes.

Figure 10 (b) A detailed analysis of the confusion met-
rics reveals that AIM Chat, Email, and ICQ have relatively
low classification performance. The AIM Chat application
was difficult to distinguish from the Hangout application,
the Email application was difficult to differentiate from the
Skype application, and the ICQ application was difficult to
distinguish from the Hangout application. When analyzing
the results of the confusion metrics from the perspective of
investigating the cause, it appeared that the Skype application
had a negative effect on the classification of Email appli-
cations. In addition, the Hangout application had a negative
effect on the classification of ICQ andAIMChat applications.
These similar results were shown in other papers that tested
the performance of classifiers made with CNN [21] and
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FIGURE 11. A graph comparing the feature phase changes of synthetic
data obtained by applying SSDA using one sample packet.

attention mechanisms [27] targeting the ISCX-VPN2016
dataset, in that the three applications had relatively low clas-
sification performance metrics.

The classification result of the model trained on data that
applied ESDA, which adds random noise to the first packet
of 15 applications containing various images, audio, and text
data, is shown in Figure 10 (b), and the result of applying
SSDA is similar. These classification performance results of
each application are identical to those derived from other
researchers’ papers mentioned above. Therefore, we can see
that even when our proposed data augmentation is applied
to the encrypted partial payload in 15 applications with
various modalities, the characteristics of each data did not
deviate significantly. The in-depth analysis of the above part
is reflected in Section V-E. The extent to which the encrypted
partial payload affects the model’s classification results was
reflected in Section VI, Discussion.

E. ANALYSING AUGMENTED DATA
To apply ESDA, the generator obtained by learning CGAN
reflects the application type under the same conditions as
the application label of the original data. Therefore, it was
possible to analyze the similarity by visualizing the grouping
of application distributions using UMAP. On the other hand,
the synthetic data applied with SSDA is obtained by adding
random noise to the individual feature values of the original
packet according to Algorithm 1. Therefore, in addition to the
distribution grouping analysis using UMAP, it was addition-
ally possible to compare the similarity for individual data by
analyzing the cosine similarity.

1) ANALYSING AUGMENTED DATA USING SSDA
Cosine similarity [83], [84] can be used to measure the
similarity between two vectors in the inner product space.
Bymeasuring the cosine of the angle between the two vectors,
we can determine approximately whether they are pointing in
the same direction. In Equation (8), conceptually, ∥x∥ is the

length of the vector. It can be defined as
√
x21+x

2
2 + · · ·+x

2
n

andmeans the Euclidean norm of vector x = (x1, x2, · · · , xn).
Similarly, ∥y∥ is the Euclidean norm of vector y. Because the
similarity(x, y), the cosine of the angle between vectors x and
y, can be obtained.

similarity (x, y) =
x · y
∥x∥ · ∥y∥

(8)

So, the packets before and after the noise were added by the
jittering Algorithm 1 were equally entered as x and y vectors,
respectively.

The resulting values approximated the original data by
about 99.70± 0.05%. Furthermore, Figure 11 illustrates a
graphical representation of phase changes that reveal how
similar the synthetic data generated by each jittering is to
the original partial packet data. As intended in Algorithm 1,
it appears that limiting the range of noise distribution to the
arithmetic deviation range within a feature unit of 63 bytes
and limiting the number of features injected with noise to
within 10% have been applied successfully.

2) ANALYSING AUGMENTED DATA USING ESDA
Uniform Manifold Approximation and Projection (UMAP)
[85] is an algorithm that enables a unique implementation
of the manifold learning technique for dimension reduc-
tion. It was created from a theoretical framework based on
Riemannian geometry and algebraic topology. It also has
practical characteristics in terms of usability because it can be
quickly applied to actual data. When t-distributed Stochastic
Neighbor Embedding (t-SNE) [86], another dimensionality
reduction algorithm embeds dimensions, the waiting time can
be a disadvantage due to the increased computational amount
according to the dimension level. On the other hand, UMAP
is a dimension reduction algorithm with significant usability
for machine learning and deep learning data because it can be
analyzed that there is no computational limitation due to the
increased dimension. So, considering convenience, we used
UMAP to visualize high-dimensional data.

Table 6 presents the original training data for each task,
which was visualized in Figure 12 using UMAP.
Two types of synthetic data created through SSDA and

ESDA with the same amount of original training data were
visualized by applying them to UMAP in Figures 13 and 14,
respectively. In all three Figures 12 ∼ 14, the left side is the
visualized data for Task 1 and the right side is the visualized
data for Task 2.

For Task 1, comparing Figures 12 (a) and 13 (a), the spo-
radic nature of the data tends to be alleviated in SSDA-based
data compared to the original training data. Comparing
Figures 13 (a) and 14 (a), the ESDA-based data has a distribu-
tion form with a single characteristic, the sporadic nature of
the SSDA-based data by class has disappeared. In connection
with the performance analysis in Table 7 above, since the
data by each class in Task 1 are different applications but
are bundles of the same type, it can be visually confirmed
that the characteristics of other applications have disappeared
through ESDA feature generalization. In terms ofmaintaining
the original characteristics of data in a bundle of similar appli-
cations, data augmentation using jittering may be suitable for
Task 1.

For Task 2, comparing Figures 12 (b) and 13 (b), the
sporadic nature of the data has tended to be alleviated in
SSDA-based data compared to the original training data.
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FIGURE 12. (a) The original data distribution of task 1 on a two-dimensional plane using UMAP. (b) The original data distribution of task 2 on a
two-dimensional plane using UMAP.

FIGURE 13. (a) The SSDA-based data distribution of task 1 on a two-dimensional plane using UMAP. (b) The SSDA-based data distribution of task 2 on a
two-dimensional plane using UMAP.

Comparing Figures 13 (b) and 14 (b), the ESDA-based data
showed that the sporadic nature of the data for each of the
15 classes has disappeared and that each of the 15 classes has

its distribution pattern. In connection with the performance
analysis in Table 7 above, it seems that the data for each class
in Task 2 are different applications and that the characteristics
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FIGURE 14. (a) The ESDA-based data distribution of task 1 on a two-dimensional plane using UMAP. (b) The ESDA-based data distribution of task 2 on a
two-dimensional plane using UMAP.

of each of the 15 classes are effectively distinguished and
extracted through ESDA. Applying data augmentation using
a generative model that learns the characteristics of each
application can be relatively suitable for Task 2.

After a numerical analysis of the model’s experimental
result, we extended this to visualize and analyze the data
in a verifiable manner. By visualizing the data augmented
in two opposing ways and the original data, we analyzed
the correlation between the augmentation method and the
model’s performance. The above Correlation Analysis with
Data Visualization provided a more reasonable justification.

VI. DISCUSSION
The approach to the NTC problem can be extended in various
ways depending on the range of input data. In this paper, the
basis of input to the model is packet headers and encrypted
payloads. Also, as aforementioned, the number of features
entering the deep learning model must be the same to be
valuable in comparative experiments with machine learning,
so the input was limited to 63 bytes of low packets. Figure 15
shows the accuracy variation according to the length of the
encrypted payload used as input to various models. It is an
Initial result obtained without manually adjusting hyperpa-
rameters using the Pycaret. 50 to 100 bytes, which correspond
to a portion of the first packet, significantly impact perfor-
mance. Inductive experiments that support meaningful and
diverse results in the NTC domain based on more empirical
factors are needed.

Because the packet header, which acts as structured data
in raw packets, can vary depending on the researcher’s

FIGURE 15. Accuracy variation according to the raw packet length.

perspective. It can be used as it is or differently through
representation. Encrypted payloads may be less valuable than
the representation effort due to being encrypted. In addition,
the results can vary depending on the model’s characteristics,
and the scope of research can expand further when it can be
included in the flow perspective and statistical features.

A. DATA AUGMENTATION AND OUT-OF-DISTRIBUTION
SAMPLES
Table 7 also presents the performance comparison of class
weights. The model’s performance, which reflected the class
weights during the learning process, was lower than the
superior model among the models learned through data aug-
mentation (SSDA or ESDA). As mentioned before, even
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if the learning process includes augmented data, improv-
ing performance is difficult if the class distribution of the
data is significantly different from the original class dis-
tribution [38]. Therefore, it means that we performed data
augmentation to a degree that did not significantly deviate
from the original data distribution so that the class distribu-
tion of the augmented data did not interfere with learning.
Based on the details of our experiment, the distribution of the
augmented data did not distort the distribution of the original
data, as can be seen by comparing Figures 8 and 9 with
Figures 1 and 2. Applying proportional class weights to han-
dle imbalanced data may distort the original class distribution
during the learning process, resulting in inferior performance.
Therefore, data augmentation can be a distinguishing point
because it allows for fine-tuning of the data distribution,
unlike the cost-sensitive learning perspective [85], which
uniformly reflects class weights during the model learning
process.

From the perspective of increasing model robustness,
researchers can also relate their approach to the problem
of out-of-distribution samples [87] when trying to improve
model learning through data augmentation. The most con-
fusing part when trying to augment data is adjusting the
distribution of each class from the perspective of the approach
to the class imbalance problem. A raising adjustment also
increases the range of random noise distributions in the
augmented data, causing the model to overtrain beyond the
appropriate out-of-distribution data. This adjustment may
cause a similar effect to randomly deviating the training data
from the original data distribution, which sometimes resulted
in poor performance [51], and we experienced the same
results in our experiments.

Researchers may overlook that the distribution of the test
data, which has the same distribution range as the original
data, has not changed. This oversight may lead researchers
to augment the training data with more out-of-distribution
samples than necessary. Research into the extent to which
augmented data has appropriate out-of-distribution can be an
ongoing subject of research expansion.

B. LIMITATION AND RANGE OF EXTENSION
Applying data augmentation to increase the robustness of the
model through a new distribution of data is quite encouraging.
Still, it also presents a new challenge to solve. Although
machine learning models generally have the disadvantage
that they cannot be trained jointly by augmenting features
or connecting with deep learning blocks, the data can be
evaluated within seconds when the above data augmentation
is applied to machine learning models. Based on the details
of our experiment, data augmentation applying ESDA used
the deep learning mechanism to create synthetic data, but the
classifier’s performance improvement using the deep learning
model was within 0.05%. In addition, deep learning mod-
els had a constant time delay corresponding to the training
time. The above can be an empirical case corresponding to
the research result [54] that neural networks have difficulty

learning irregular patterns of target functions and that a rota-
tional invariant learning procedure degrades performance.
The same phenomenon can occur when deep learning models
process more non-informative features in tabular format data.
Further in-depth research is needed to approach data and
models from a broader perspective.

VII. CONCLUSION
A. SUMMARY
In this paper, the packet header and some encrypted payloads
(63 bytes) were converted into a standardized tabular form
in the first step. Then, BERT and its lightweight models
(ALBERT, DistilBERT) were adapted to the natural language
processingmechanism in the NTC domain. And Comparative
Learning was applied to test the performance of the deep
learning models with the best performance to obtain excellent
results. Next, the same input was used for tree-based machine
learning models (Random Forest, Extra Tree, LightGBM)
and compared with each other in terms of performance and
effectiveness of the deep learning models. Although the
LightGBMusing the original data was about 0.05% less accu-
rate than BERT, it was possible to classify 230 times more
packets per second. The critical fundamental of the above
is to convert the first packet into a standardized format, i.e.,
a tabular format, regardless of the packet type. It played an
important role in classifying network traffic with a substantial
performance using not a deep learning model but ‘‘efficient’’
machine learning.

To solve the data imbalance problem that can affect the
training performance of these machine learning models,
two opposing data augmentation methodologies (SSDA and
ESDA) were applied to increase data production. Among
them, the former applied jittering that randomly adds noise to
individual data, and the latter applied a generative model of
CGAN that learned the entire data and generated data based
on labels. To positively utilize the factor that data from a
minority class affects the learning of the model, it should not
deviate significantly from the distribution level of the original
data. So, we increased the training data empirically through
a circulating evaluation process.

Since SSDA had created synthetic data based on individual
data of each class, it was effective in augmenting the network
traffic type data of Task 1. As a result, the performance
increased by up to 0.19% compared to the performance of the
model learned with the original training data. Since ESDA
has created synthetic data based on the model that learned
the feature distribution of each class as it is, it was effective
in augmenting the application data of Task 2. As a result,
the performance increased by up to 0.26% compared to the
performance of the model learned with the original training
data. These analysis results were visualized using UMAP, and
a convincing verification of the analysis was possible.

B. FUTURE WORK
In the future, the research on how tree-based models outper-
form deep learning on tabular data in various domains [54]
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seems to be extended to the NTC domain. Therefore, we will
continue to conduct more inductive empirical studies and
evaluations on deep learning using tabular data research in the
NTC domain. Next, we will study how tree-based machine
learning models can detect and internally interpret different
biases in the same data compared to deep learningmodels due
to differences in their internal algorithms. Therefore, we will
construct related modules from a post-hoc explanation per-
spective or apply explanation mechanisms from other studies
to provide a comprehensive understanding of the model and
data from a user perspective. Finally, we will secure a more
diverse open data set to test the general usability of the other
method of network traffic classification and data augmenta-
tion we implement.
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