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A B S T R A C T   

Heart disease is one of the leading causes for death in men and women across the globe. Several 
characteristics that can be monitored to predict the heart disease in the earlier stage are blood 
pressure, cholesterol level, blood sugar level and body weight. The technology is revolutionizing 
the existing healthcare infrastructure. With the inclusion of Internet of Things (IoT), now we can 
monitor patients remotely, store their data, and process it for further analysis. However, the need 
is to propose new and advanced secured algorithms for fast processing and efficient detection of 
events. In this article, a machine learning based Sine Cosine Weighted K-Nearest Neighbour 
(SCA_WKNN) algorithm is proposed for the heart disease prediction that learns from the data 
being stored in blockchain. Since the data stored in the blockchain are tamper resistant, it acts as 
an authentic source for learning data and also as a secure storage environment for patient in-
formation. The performance of proposed SCA_WKNN is assessed in comparison with other algo-
rithms in terms of accuracy, precision, recall, F-score, and root mean square error. Our analysis 
indicates that SCA_WKNN achieves 4.59% and 15.61% maximum accuracy than W K-NN and K- 
NN, respectively. Also, blockchain-based storage is compared with peer-to-peer storage in terms 
of latency and throughput. The blockchain-based decentralized storage achieves 25.03% 
maximum throughput than peer-to-peer storage.   

1. Introduction 

Internet of Things (IoT) enables devices to get connected and exchange information. The IoT has become a boon to agriculture, 
smart home, and healthcare industries in recent days. IoT aims to help healthcare professionals to perform their routine optimally by 
reducing time [1]. IoT helps to perform several activities that include remote monitoring of patients and progression of treatment in 
the hospital ecosystem [2]. Tremendous improvement in the medical field includes disease prediction, monitoring the patient for a 
particular disease based on various symptoms gathered through multiple IoT devices. Thus, a colossal datastore is required to store 
such a vast amount of data generated. Also, when integrating the data across various devices, the interoperability concern arises. 

IoT devices aim to gather health-sensitive information, process the data, and exchange high-priority sensitive information [3]. IoT 
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devices for healthcare applications deal with data that needs protection against confidentiality and privacy. The underlying archi-
tecture behind IoT is centralized, which leads to severe issues in the security and confidentiality of data. The conventional crypto-
graphic way of offering protection brings threats to compassionate healthcare information. Thus, a means of providing security in a 
decentralized fashion is required. 

The decentralized means of offering security and integration can be solved through Blockchain. The blockchain provides potential 
benefits by encrypting the data stored, and also each block is signed digitally to provide a high level of authenticity. Blockchain can be 
a suitable solution for the healthcare industry as it involves many actors and requires a high level of trust between the actors. In 
general, block chain is ideal for highly distributed applications, where the possibility to track the activities is high and where the 
reliability of the data is essential. 

Blockchain helps in preserving the privacy of the numerous reports and it can run on billions of devices. The Healthcare industry is 
one of the leading areas in today’s information and communication technology field. Electronic health records and remote patient 
monitoring are now made possible through the IoT in the healthcare industry. The healthcare data generated by various sources are 
extensive and are in different forms, which raises concerns about the quality of the data as well. Also, it is possible to use medical data 
in many applications, such as disease prediction. Thus, data quality should be ensured when integrating the data from various devices, 
and it is pretty challenging. Data Confidentiality problem arises when the healthcare data are shared across the network, and there is a 
possibility of single-point failure if the data are stored in a prominent centralized location. Also, the denial-of-service attack happens 
when the authorized storage is centralized. The solution that can address the issues mentioned earlier is made possible through the 
blockchain. Blockchain is a distributed storage that aims to synchronize information across healthcare providers. Each block contains 
sensitive health information, which is made available only to authorized persons. Also, blockchain is attracted by various features such 
as decentralized storage, consent, immutability, and increased capacity. Since the blockchain data is immutable, unauthorized persons 
cannot modify the data, and any disease prediction model can be built with machine learning algorithms. MeDShare is a blockchain 
based trustless medical data sharing system made for cloud service providers. It uses the blockchain technology mainly for replacing 
the traditional storge tier with a decentralised data processing unit. Medical service frameworks have been developed to protect the 
sensitive patient information with the help of blockchain [4]. MedBlock is a medical data sharing platform with the blockchain 
integration that can share medical records of the patients in a secure channel. MEdge-Chain is a medical data exchange framework that 
had been built with the intention to secure the data exchanged between the entities in the patient data management system. The 
predominant limitation that prevails in almost all the contribution is that, they involved blockchain to secure only the data and the 
communication, none of them integrated the learning paradigm with them. 

In this paper, sine cosine algorithm-based Weighted K-NN has been utilized to design a predictor model for predicting heart disease. 
In general, Coronary artery disease, arrhythmia, heart valve disease and heart failure are considered to be the major types of the heart 
diseases. The condition where any abnormality in heart is experienced, or any disturbance, that affects the heart can be referred as 
Heart disease. In this article, we primarily focused the disease that arise due to blood vessel disorder. Fig. 1 represents the overall 
architecture consisting of patients, Healthcare Professionals (HCP), admin, and patient management system. The problem with the 
conventional K-NN is that it suffers from majority voting, whereas the Weighted K-NN issue is that it is a function of distance. Thus, to 
find the optimal assignment of the class label for the test instance to predict heart disease, the sine cosine algorithm is integrated with 
Weighted K-NN. 

In general, the contributions of the article are as follows:  

1 A framework for patient data management based on Blockchain that ensures the integrity of patient records.  
2 A novel heart disease prediction algorithm based on behavioural factors of human to mitigate the disease in its earlier stage using 

meta heuristic algorithm.  
3 A comprehensive strategy to ensure the authenticity of the learning data through multi-tier blockchain based learning source. 

The complete scenario depicted in the Fig. 1 has been simulated with several test cases under public blockchain eco system. The 

Fig. 1. Overall system design.  
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proposed model has been implemented in the test network of public chain (Ethereum in this case) through smart contracts deployed in 
solidity. The proposed heart disease prediction system has been trained and tested with the dataset available in UCI public repository. 
The performance of the system has been analysed in terms of accuracy, precision, recall, F-score, and root mean square error. It is 
inferred thorough the analysis that the proposed prediction system increases the accuracy of prediction by an average of 9.85% when 
compared to the competing algorithms like WK-NN and K-NN. 

The rest of the article is organized as follows. Section 1 provided the introduction and motivation towards the need to use 
blockchain for storing healthcare records. Section 2 details the related contributions in the applications of blockchain and machine 
learning algorithms. Section 3 elaborates the proposed Blockchain based Learning Mechanism on Patient Data. Section 4 reveals the 
experimental results and comparison of the proposed work with other existing works. Finally, Section 5 concludes the contributions 
with possible leads for further extension. 

2. Related works 

This section provides an overview of the contributions that are closely related to this work. The role of block chain in the IoT 
healthcare sector and its related work are discussed and then the machine learning strategies for data processing in the healthcare 
sector are briefed. 

2.1. Blockchain in healthcare 

Blockchain offers highly significant usage in healthcare data, including drug counterfeiting, medical research. Using the blockchain 
direct transaction is possible without relying on any third party [5]. Medical record management is possible with the help of blockchain 
together with the clinical research and claim process. The model chain which uses blockchain is used to increase security for 
distributed patient data across many organizations [6]. Though Blockchain is a boon for the healthcare industry, some potential 
vulnerabilities include scalability, privacy, and cost. Blockchain addresses challenges such as interoperability and enables to share the 
medical data between the medical professionals and patients in a secure way. The blockchain designed to handle healthcare appli-
cations must be public, and it has to address scalability, security, data privacy. Drug fraud is a more challenging task requiring close 
attention and can be addressed using blockchain. 

The health chain is developed using the IBM blockchain to establish a secure contract between healthcare professionals and pa-
tients. Third parties’ intervention to tamper with the data is impossible when using blockchain to store the patient data [7]. Blockchain 
uses cryptographic notations for its effective functioning. All the participants in the blockchain network use public key infrastructure 
for performing any transactions [8]. Healthcare data gateway architecture was designed using blockchain, which helps patients share 
their data without compromising privacy, thereby promoting intelligence [9]. 

A pervasive social network-based healthcare system was integrated with a high level of security using the protocols called IEEE 
802.15.6 and blockchain. The blockchain was used to securely transfer the health data across the distributed network. The patient 
health record architecture comprises a management platform in which users upload their records, and the security was offered with the 
help of the SHA-256 algorithm and Rivest-Shamir-Adleman algorithm. The architecture uses blockchain where consensus protocol is 
used to provide the proof of authority [10]. mHealth communication framework was designed using blockchain to have secure and 
effective storage of health data. The framework offers functionalities such as remote diagnostics, tracking, patient management, and 
medical informatics [11]. Blockchain-enabled intelligent IoT architecture was designed to use artificial intelligence techniques over 
the data that are securely distributed in blockchain network. 

Even though there are multiple platforms and frameworks available for medical data management using blockchain, none of them 
have integrated intelligence with them as it incurs additional cost. In this article, a metaheuristic algorithm is proposed to learn from 
the available data in the blockchain ecosystem. The motivation behind the blockchain integration is to have a verified learning source. 
In a dynamic environment, there is always a higher chance to have data manipulation attacks and those can be prevented by the use of 
blockchain eco system. 

2.2. Metaheuristics and machine learning methodologies for processing data 

An optimal set of features has to be selected for maximizing classification accuracy. A nature-inspired metaheuristic algorithm [12] 
is used to determine the necessary attributes to train the model to predict disease [13]. Metaheuristic algorithms can select an optimal 
set of features to enhance the classifier and predictor accuracy. A metaheuristic algorithm called Particle Swarm Optimization is used 
with K-Means for grouping the patients with similar symptoms. When a new patient arrives with similar symptoms, the new patient 
will be predicted with the disease by computing the distance between the clusters [14]. XGBoost and logistic regression were used to 
predict cardiovascular heart disease using parameters such as the number of cigarettes smoked per day and BMI level [15]. Relevant 
features are identified to predict heart disease using a Hybrid Random Forest with Linear Model to produce an accuracy of 88.7% [16]. 
Appropriate feature identification and a suitable classifier model were designed to improve heart disease prediction accuracy, 
including hybridization of Naïve Bayes and Logistic Regression [17]. Gait prediction was made using multi-layer perceptron for the 
diagnosis of Parkinson’s disease. The multi-layer perceptron performance was compared with logistic regression, and the former had 
greater accuracy than later [18]. Simulated Annealing with K-Means was used to detect the optimal feature subset. Having selected the 
relevant features, the support vector machine was used to predict cancer, and the model performed will have the necessary features 
[19]. The genetic algorithm was used to reduce the size of the dataset by selecting the optimal attribute set, and then the machine 
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learning algorithms such as decision tree and Bayesian classifier were used to predict heart disease. The accuracy of the classifier was 
improved after selecting the relevant attributes [20]. A Coactive neuro-fuzzy inference system (CANFIS) was designed to predict heart 
disease, which integrated fuzzy inputs with a neural network. The best rules and other control parameters such as learning rate and 
momentum coefficient were selected using a genetic algorithm. Also, the essential features were determined using a genetic algorithm. 
The heart Disease Prediction System was designed using an artificial neural network. The designed prediction system had produced an 
accuracy of 80%. 

Thus, machine learning and deep learning frameworks had been consistently used to learn the behaviour of the patient information 
and disease prediction. However, the authenticity of the information that is used in the learning process had not been audited in any 
aspect. A typical system should involve an authentic data source and it should be able to handle patient records seamlessly. In this 
article, the proposed system learns from the immutable source, which ensures the authenticity of the data and returns a greater 
prediction accuracy. 

3. Blockchain based learning mechanism on patient data (BLMPD) 

The overall system architecture and the process concerning the operations involved in the proposed BLMPD for Patient Data 
Management (PDM) using a blockchain network is discussed in this section. 

3.1. Patient data management using blockchain 

A shared symmetric key and private key manages the personal data and distributes the PD over the blockchain so that it can be 
accessible to healthcare professionals in the network. The algorithm for managing the patient data is given in Algorithm 1. It describes 
the patient data formation process by taking the patient information and the health care professional information as input. 

Fig. 2. Proposed BLMPD system architecture.  
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3.2. System architecture 

The blockchain based PDM system architecture is detailed in this section. Fig. 2 represents the proposed BLMPD system archi-
tecture which consists of a data processing section, application servers to receive and transfer PD, Blockchain-based decentralized 
database, Application Programming Interface (API) management component, and data analytics unit. Some of the process that are 
performed in the system are Create_Patient_Data, Grant_Access_ToHCP, and Revoke_Access. 

The structured data of the patient is recorded in the traditional databases, and the unstructured data will be dumped into the Data 
warehouse. The data should be cleaned enough before applying the machine learning algorithms to ensure higher accuracy in learning. 
The pre-processed cleaned data is stored in the distributed blockchain using a desirable smart contract written as per the use case. Once 
the data gets stored in the allocated blockchain, sine cosine algorithm integrated with weighted K-NN is used for analysing it to make 
an optimal prediction. The novelty in the proposal resides in the section of learning from the blockchain. The cleaned data is loaded 
into the decentralized blockchain, and the proposed SCA_WKNN is applied to the data fetched from the decentralized network. 

The proposed PDM works as follows. Patients register through the user interface to get a private key from the certificate authority. 
Ethereum blockchain network is used to distribute patient data. Each actor performs different actions in the network and can only have 
access to the data for which they are provided access. Any patient can create their patient data and can commit the transaction. Once 
the transaction is committed in the blockchain network, the modified transactions are distributed across the web, ensuring every PD 
present in the network is made available to all the actors in the network and cannot be altered by unintended persons. When a new 
transaction is included in the blockchain, it is appended to the previous record together with the required information and timestamp. 

PD’s are updated, and it is made available to all actors in the blockchain network. The healthcare professionals shall be able to 
access the PD if and only if the corresponding patient gives access permission. Algorithm 2 represents the operations of the patient in 
the blockchain. The notations used are described in Table 1. 

Healthcare professionals can read the patient’s record and can diagnose the disease. The patient can create their medical record 
with the symptoms and upload it to the blockchain. The patient gives a request to the healthcare professional to whom they want to 
consult. When the doctor received the request, they will accept the request if they are available. Having received the request, the doctor 
sends the request to view the patient data to the intended patient. If the healthcare professional id is valid, the patient will accept the 
request to handle patient data. The healthcare professional then analyses the patient data to predict whether the patient is subjected to 
disease or not. Algorithm 3 represents the working of healthcare professionals. 

3.3. Processing patient data using sine cosine algorithm weighted K-NN 

The patient data stored in blockchain will have many dimensions. Machine learning can predict or diagnose diseasing by processing 
the data stored in the blockchain. Since the health data is sensitive, it demands higher accuracy, and in this work, the patient data are 
processed using K-NN. The conventional K-NN classifier algorithm suffers from majority voting, which degrades the performance of 
disease diagnosis. Therefore, to maximize disease diagnosis accuracy, a metaheuristic algorithm called Sine Cosine Algorithm is used. 
The motivation behind the selection of metaheuristic algorithm is to have a local optimal selection. Since, meta heuristic algorithms 
often does not search through the entire set of feasible solution, local optimal solution is obtained with less computation when 
compared to general optimization algorithms. The Sine Cosine algorithm solves the persistent problem and is used to find the optimal 
weight that intends to maximize disease diagnosis accuracy in patient data. Each agent in the SCA represents a feasible solution that 
represents the weight for each K neighbour. The agent is evaluated using the fitness defined in Eq. (1). The fitness function is estimated 
based on the accuracy and the number of attributes selected. Accuracy should be maximum on any excellent classifier algorithm. The 
fitness is made maximum, as shown in Eq. (1). 

Maxf (Ai) = Acci (1) 

Acci represents the accuracy of ith agent. At each iteration, the position of the agent will be computed using Eqs. (2) and (3). 

At+1
i,d = At

i,d + r1 ∗ sin(r2) +

⃒
⃒
⃒r3 ∗At

Best,d − At
i,d

⃒
⃒
⃒ if (r4 < 0.5) (2)  

Table 1 
Notations used.  

Notation Description 
Pid Patient id 
PKPid Private key of patient 
HCPid Id of Health care professional 
BCN Block Chain Network 
AttackerA One who tries to steal health information 
ReqHCPid Request from Health care professional 
Acci Represents accuracy of ith solution 
Ai Represents ith agent (solution) 
At+1

i,d Represents value of the dth dimension of ith solution at iteration t + 1 

ABest Best Solution  
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At+1
i,d = At

i,d + r1 ∗ cos(r2) +

⃒
⃒
⃒r3 ∗At

Best,d − At
i,d

⃒
⃒
⃒ if (r4 ≥ 0.5) (3) 

Where At
i,d represents the position of the agent i for the dimension dat the iteration t. At

Best,d represents the best agent for the 
dimension dat the iteration t. A random variable r1 is used to control exploration and exploitation represented in Eq. (4). 

r1 = a − t ∗
a
T

(4) 

Where t represents the current iteration, T represents the maximum number of iterations for fitness convergence. a is a constant 
which is initialized to 2 and gradually decreased to 0. The random variable r2 is used to check whether all the agents move towards the 
best agent [21]. The random variable r3assigns weight to the best agent and the random variable r4 is used to switch between sine and 
cosine function. 

Algorithm 4 represents the illustration of the use of sine cosine algorithm for finding optimal weights for predicting disease using 
weighted K-Nearest Neighbour algorithm. 

Algorithm 4, a simple K-NN algorithm for finding the K-neighbours, is invoked first which then invokes Algorithm 5 for finding the 
optimum class label for the patient data. Algorithm 5 illustrates the assignment of class label to the instance. K-Nearest Neighbour, a 
lazy learning that assigns a class label based on the instance’s nearest neighbours. The Euclidean distance is computed between the 
new patient data with the instances in the dataset. K neighbours having minimum distance are chosen and that is given as input for 
SCA_WKNN. SCA_WKNN aims to find the optimal class label for the patient data by assigning weight to the distance between the 
patient data and its neighbours. The weight value is updated at each iteration according to the Eqs. (2) and (3). The agent with the best 
fitness is computed after the maximum number of iteration and the class label of that agent is assigned to new patient data. The class 
label actually depicts the presence of disease or not. Algorithm 5 illustrates the working of SCAWKNN for disease prediction. 

4. Experimental results 

The proposed data processing method combing SCA and K-NN has been implemented under the blockchain ecosystem to check the 
scalability and deployment feasibility. The proposed method is evaluated under specified scenario constituting different set of end 
users namely, Healthcare professionals, Doctors and the patients. 

4.1. Datasets used 

The data set used for the purpose of training as well as testing the proposed SCA_WKNN was taken from the UCI repository [22]. It 
consists of 303 instances and 76 attributes. amongst the 76 attributes, only 14 key attributes are utilised in this research. Some of the 
important attributes that are considered for analysis are chest pain type, resting blood pressure, serum cholesterol, and fasting blood 
sugar. The objective of the dataset is to identify whether a patient had suffered with heart disease or not. 

4.2. Performance evaluation 

Various experimentation was performed to show the efficiency of the proposed data processing mechanism using SCA-WKNN. The 
patient stores their data in the blockchain. The blockchain provides secure access to the patient data, as the health data is sensitive, it is 
essential to protect the data. Thus, blockchain is used for storing the patient data. The data from the blockchain is accessed by the 
healthcare professional to predict the disease. The optimal assignment of class label for new test instance is intended for maximizing 
the accuracy of the prediction are selected using the metaheuristic algorithm called sine cosine optimization algorithm. The proposed 
SCA-WKNN for processing patient data is compared with other traditional machine learning methods such as Support vector machine, 
random forest, multi-layer perceptron, weighted K-NN, and K-NN. All the classifiers are compared before selecting the necessary 
features and also after choosing the features. To measure the efficiency, the dataset is divided into 70:30 i.e., 70% data is used for 
training, and 30% is used for testing. The model is evaluated 10 times, and the mean value is taken for analysis. 

Table 2 
Evaluation metrics.  

Metrics Formulae 
Accuracy TP + TN

TP + TN + FP + FN 
Precision TP

TP + FP 
Recall TP

TP + FN 
F-Measure 2 ∗

precision ∗ recall
precision + recall 

Root Mean Square Error ̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
1
n
∑n

i=1
(xi − x̂i)

2
√
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4.3. Evaluation metrics 

The performance metrics used to measure the efficiency of the proposed method is shown in the Table 2. Accuracy is defined as the 
correct prediction of the instances using the proposed SCA and K_NN. The positive instances that are correctly classified as positive are 
given as true positives (TP), False negative (FN) measures the number of positive instances which are identified as negative. False 
positive (FP) represents the instances that have no disease but predicted as positive. True negative (TN) represents the negative in-
stances that are absence of disease is correctly identified as absence by the model. x represents the actual value and x̂i represents the 
predicted value of the classifier. 

4.4. Results and discussions 

The proposed method is compared with the algorithms specified in Section 4.2 for the metrics discussed in Section 4.3. Accuracy is 
measured and compared with all the classifiers and the result is shown in the Fig. 2. The data from the blockchain is analysed for 

Fig. 3. Comparison of accuracy.  

Table 3 
Comparison of classifier.  

Metrics \ Classifier SCA_WKNN K-NN SVM RF MLP 
Accuracy 0.9213 0.8149 0.827 0.8914 0.9014 
Precision 0.8821 0.697 0.79 0.81 0.8713 
Recall 0.9327 0.62 0.7103 0.8104 0.8513 
F-Measure 0.9066 0.6562 0.7480 0.8102 0.8611 
RMSE 0.1115 0.25 0.41 0.18 0.123  

Fig. 4. Comparison of precision.  
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prediction of disease. From Fig. 3 it is evident that accuracy is maximum for W K-NN where K = 1. Table 3 shows the accuracy of 
various classifiers such as SCA_WKNN, K-NN, SVM, RF, MLP. Since medical data are highly sensitive, with the goal to further maximize 
the accuracy, SCA-WKNN is proposed. Figs. 3–7 shows the graphical representation of a comparison of performance metrics such as 

Fig. 5. Comparison of recall.  

Fig. 6. Comparison of F – measure.  

Fig. 7. Comparison of RMSE.  
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accuracy, precision, recall, F-measure, RMSE. 
From Table 4, it is evident that Accuracy, F-Measure, Precision and recall are increased for proposed SCA-WKNN when comparing 

to other classifiers. Root Mean Square Error is very low for SCA_WKNN than other classifiers. As the proposed SCA_WKNN achieves the 
highest accuracy, it validates that SCA assigns an optimal class label for the new instance. When the metaheuristic algorithm Sine 
cosine algorithm is applied to maximize the accuracy of weighted K-NN, the accuracy of SCA_WKNN is maximum than other classifiers 
such as W K-NN and K-NN. 

Table 5 shows the time taken by various algorithms such as SCA_WKNN, W K-NN and K-NN. The time taken by SCA-WKNN is 
maximum when compared to W K-NN and K-NN. The K-NN finds the distance between the test instance and all the instances in the 
dataset to find the neighbours. W K-NN also tends to find more time in finding the neighbour for the test instance and thus time is high 
in W K-NN than K-NN also. SCA-WKNN is invoked after finding the neighbours using K-NN; thus, time is maximum is SCA_WKNN. 

Table 6 shows the prediction of heart disease using the proposed approach with other existing approaches. The proposed 
SCA_WKNN achieves 13.53% greater accuracy than Ali F et al. [23] approach. Also, SCA_WKNN achieves 0.69% improved accuracy 
than Firtriyani et al. [24]approach. But the proposed SCA_WKNN is 1.6% minimum in accuracy than Ayon et al. [25]method which 

Table 4 
Comparison of classifier.  

Metrics \ Classifier SCA_WKNN W K-NN K-NN 
Accuracy 0.9657 0.9213 0.8149 
Precision 0.91 0.8821 0.697 
Recall 0.9345 0.9327 0.62 
F-Measure 0.941 0.9066 0.6562 
RMSE 0.023 0.1115 0.25  

Table 5 
Time taken by the classifier.  

Classifier Time Taken (ms) 
SCA_WKNN 2.05 
W K-NN 1.735 
K-NN 1.534  

Table 6 
Comparing the proposed approach with other existing approaches.  

Methodology Classifier Accuracy 
Ali F et al. [1,36] Deep Learning 83.5 
Fitriyani NL et al. [37] Density Based Spatial Clustering 95.9 
Ayon SI et al. [3,38] Deep Neural Network 98.15 
Proposed Approach SCA_WKNN 96.57  

Algorithm 1 
Patient Data formation (Pid,HCPid).  

Input: Patient ID Pid, Health Care Professional ID HCPid 

Output: Access to Patient Data PD  
Begin  
For ∀Pid ∈ P  
Include Pid in Block chain BCN ← BCN

⋃
{ P {id}}

Give Access (Pid,PKPid )

EndFor  
For ∀HCPid ∈ HCP  
Include HCPid in Block chain BCN ← BCN

⋃
{HCPid}

Give Access (HCPid,PKHCPid )

End For  
For ∀Pid ∈ P  
If Pid ∈ AttackerA  
Remove Pid from Block chain BCN ← BCN − {Pid}  
End If  
End For  
For ∀HCPid ∈ P  
If HCPid ∈ AttackerA  
Remove HCPid from Block chain BCN ← BCN − {Pid}  
End If  
End For  
End  

H. Hasanova et al.                                                                                                                                                                                                     



Computers and Electrical Engineering 101 (2022) 108086

10

shows further research is needed to still maximize the accuracy of SCA_WKNN in optimal prediction of disease. 
The next level of experimentation is addressed using blockchain to store the patient data rather than using centralized storage. 

From Fig. 8, it is evident that when the number of patients is increasing in the network, the latency is also increased. But the latency is 
maintained optimal in all the cases for blockchain based decentralized storage compared to peer-to-peer storage. When the number of 
patients reaches 100, blockchain-based storage achieves 34.63% minimum accuracy than centralized storage. When the number of 
patients is reached to 500, blockchain-based storage is 19.45% minimum latency than peer-to-peer storage. In all the cases, from 
minimum patients to maximum patients, the blockchain-based decentralized storage achieves optimal latency than other storage 
schemes. 

The next experimentation is carried out to measure throughput for peer-to-peer and decentralized block-chain based storage. From 
Fig. 9, it is evident that blockchain-based storage achieves high throughput than peer to peer storage. When the number of patients is 
200, blockchain-based storage achieves 43.52% higher throughput than peer to peer storage. The throughput for blockchain-based 
storage is 15.53%, 12.66%, 25.03% higher throughput than peer to peer storage. 

Limitations:  

• The proposed system has proven to have an authentic learning source but the cost of the operation depends on the number of 
transactions we do in the system and it is often expensive. 

Algorithm 2 
Patient_Data_Operation(Pid,PKPid ,ReqHCPid ).

Input: Patient ID Pid,Private key of patient PKPid ,HCP Request ReqHCPid 

Output: Access to Patient Data PD  
Begin  
If Pid ∈ BCN  
If PDPid ∕∈ BCN  
CreatePatientData(Pid,PDPid ,BCN)

Else  
UpdatePatientData(Pid,PDPid ,BCN)

End If  
Else  
Print Invalid Pid  

End If  
If ReqHCPid is received  
If HCPid∕∈AttackerA  
Give Access(HCPid)  
End If  
End If  
End  

Algorithm 3 
HealthCareProfessional_Operation(HCPid).  

Input: Health Care Professional ID HCPid 

Output: Predict the disease for Patient Data PD  
Begin  
If ReqPid is received  
If Pid∕∈AttackerA  
ViewPatientData(HCPid,PDPid ,BCN)

K-NN_Disease_Prediction()  
End If  
End If  
End  

Algorithm 4 
K-NN_Disease_Prediction(Dataset, PD).  

Input: Dataset, and PatientDataPD 
Output: K Neighbours  

Begin  
For each instance Xi ∈ Dataset  
Compute the Euclidean distance as dist(PD, Xi)  
End For  
φ = Find the K-Neighbors of PD  
Invoke SCA_WKNN (φ)  
End  
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• Due to the decentralized nature of the system, the time incurred for the transactions will have a slight delay, and hence, this 
mechanism is not advisable to the low latency scenarios.  

• As the data grows, the system needs to be restricted to learn from a limited data source, else it will incur additional costs to the 
system. 

5. Conclusion 

The blockchain plays a vital role in securing the health care data electronically with a great level of privacy. In this paper, the 
importance of using the blockchain in healthcare records is studied and the problem has been well addressed by storing the medical 
data in a blockchain network. The second important thing that is required in healthcare industry is optimal prediction. Thus, a 
metaheuristic algorithm called sine cosine based weighted K-NN is used for the optimal prediction of heart disease from the data stored 
in blockchain. The proposed SCA_WKNN achieves maximum accuracy, precision, recall, F-measure and minimum root mean square 
error when compared to the traditional algorithms. When SCA_WKNN is compared with W K-NN and K-NN, SCA_WKNN gives optimal 
assignment of class label. The proposed blockchain-based storage aims to maximize throughput and accuracy when compared with 

Algorithm 5 
SCA_WKNN (φ, PD).  

Input: φ neighbors, Patient Data PD 
Output: Class Label i.e. Disease prediction for PD  

Begin  
Initialize the agents A with φ neighbors  
while (t! = T)  
For ∀Ai  

Compute fitness using Eq. (1)  
End For  
ABest = (Ai) | f(Ai)  
For ∀Ai  

If fitness of Agent Aiis better than ABest  

ABest = Ai  

End If  
End For  
Compute r1using Eq. (4)  
r2 = GenerateRand($)  
r3 = GenerateRand($)  
r4 = GenerateRand($)  
For ∀Ai  

If r4 < 0.5  
Compute position using Eq. (2)  
Else  
Compute position using Eq. (3)  
End If  
End For  
End while  
Assign class label for PD as ABest  

End  

Fig. 8. Comparison of latency.  
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centralized storage. As the blockchain is used for distributed storage, single point failure has been tackled to a great extent. Further the 
use of SCA_WKNN in turn maximize the accuracy in prediction by 13.05% than conventional WKNN. Also it is inferred through the 
analysis that, the proposed SCA_WKNN shows 16% improvement in the detection accuracy due to reliable data source. The future 
scope of this work can be further extended to address the latency issue that arise due to blockchain integration and also to predict 
several chronic diseases that affects the internal organs like kidney and liver. 
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