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Abstract—The online cryptocurrency bitcoin, created based 
in blockchain technology, is attracting the attention of 
individuals, businesses and the government as well. As interest 
in blockchain technology and cryptocurrency has steadily 
increased over the past few years, trading volume and market 
size of cryptocurrency have increased at an astonishing speed. 
As a result, analysis and monitoring measures for blockchain 
networks, blocks, and transactions have become an important 
issue. In this paper, the method of clustering applied dimension 
reduction as a method of bitcoin network analysis is proposed. 
The proposed method applies the analysis way using K-means 
algorithm with PCA to block data in bitcoin collected by this 
research team. 
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I. INTRODUCTION1

Bitcoin, developed by Satoshi Nakamoto in October 2008, 
is an online cryptocurrency created based on blockchain 
technology[1]. As interest in blockchain technology and 
cryptocurrency has steadily increased over the past few years, 
transaction amount and market size of cryptocurrency have 
increased at an alarming rate. As of April 2019, Bitcoin’s 
average daily transaction volume(transaction count) was 
about 380,000 cases. Although transaction amount of bitcoin 
is increasing and interest in blockchain is deepening, there is 
not much research in monitoring and analysis about 
blockchain network, blocks, transactions and so on. 
Monitoring and analyzing cryptocurrency blocks and 
transactions is critical as more and more illegal transactions 
are made through cryptocurrency, including bitcoin. 

The K-Means algorithm, one of the clustering algorithms, 
is an algorithm that binds a given data into k’s clusters and 
works in a way that minimizes the variance of each cluster and 
the distance difference[2]. Block and transaction data from 
bitcoin, consisting of several features, can be grouped together 
through clustering. Analyzing the characteristics of each 
cluster by the configures cluster, and analyzing the feature of 
the data that is far from the clusters, called outlier, is also 
important task. The outlier might be bad transactions or blocks. 
Finding the number of k, the number of clusters, that can bets 
characterize data in K-means clustering is very big issue. We 
use the elbow technique to find an effective number of k. It is 
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also very important to select features for effective clustering. 
We will use the And dimensionally shrinking can be an 
important issue in visualizing clustered data. 

One of the dimensional reduction algorithms, PCA 
(Principal Component Analysis), is a technique that returns 
high-level data to low-dimensional data[3]. Because block 
data is represented by multiple high-dimensional data, we 
converted high-level block data  into low-level data using 
PCA to use this information for clustering. In addition, data 
converted to low dimensions can be visualized in two-
dimensional or three-dimensional graphs to clearly identify 
the distribution of the data. 

We consider block data and transaction data analysis of 
bitcoin as a clustering problem. Clustering is an important 
class of unsupervised learning problems[4], which focuses on 
splitting data into groups and has a variety of approaches to its 
solution [5], [6]. However, because bitcoin data is high-level 
data, it is difficult to visualize clustering results. Therefore, 
this paper propose the clustering technique applying 
dimension reduction to bitcoin data. 

Following the introduction of Section Ⅰ, Section Ⅱ lists and 
classifies related works. Section Ⅲ describes the key 
algorithms, and Section Ⅳ explain the collecting data. Section 
Ⅴ describes the experimental procedure including data 
preprocessing and all preprocessing. Section Ⅵ describes the 
conclusions, including limitations and future works. 

II. RELATED WORK

A. Bitcoin Address Clustering

In general, the analysis of bitcoin has a few research on 
clustering to the address of bitcoin wallet, mining pool, or 
exchange[7]. Address clustering tries to construct the one-to-
many mapping from entities to addresses in the Bitcoin 
system[8]. These studies use addresses to find a mining pool, 
to find an exchange or to find similar wallet. But there is few 
clustering study of bitcoin blocks or transactions. 

B. Bitcoin Price Clustering

As cryptocurrency is expected to become the next-
generation trading currency, Bitcoin's price is also a subject of 
high interest. Therefore, there is a lot of analysis on the market 
trends and prices of bitcoin[9][10]. As Katsiampa (2017) 
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notes, Bitcoin is the most popular cryptocurrency with 41% of 
the estimated cryptocurrency capitalisation in Bitcoin. 
However little is known about the behavior Bitcoin prices. 
Sure, these study is also important to understand Bitcoin, but 
analyzing blocks and transactions of Bitcoin is more important. 

III. KEY METHOD 

This chapter introduces PCA and K-means algorithms 
that are key algorithms in this paper. Also mentions the 
elbow technique to find the right number of clusters in K-
means clustering. 

A. Principal Component Analysis(PCA) 

This section refers to PCA, which is a technique for 
finding new baselines(axes) that are orthogonal to each other 
while preserving the greatest variances of data, and converting 
samples of high-dimensional space into low-dimensional 
space with no linear association[3]. 

arg min
௫ො

‖𝑥 − 𝑈𝑥ො‖ଶ 

In above Equation, U means a matrix of reversals, and x 
means the original vector. 𝑥ො   also means a dimensionally 
reduced vector that is most similar to the original vector. 
Through this process, PCA obtains a new reduced level vector 
that is most similar to the original input vector. 

In general, PCA consists of the following steps: 

1) Locate the axis with the largest variance in the 
learning data set 

2) Locate the second axis with the largest variance, 
orthogonal to the first axis found. 

3) Locate the third axis, orthogonal to the first and 
second axis and preserving the variance as much 
as possible. 

4) Locate the axis by the dimension(number of 
features) of the dataset in the same way as 1 to 3. 

In this paper, two methods are used: K-means applied 
after applying PCA to learning dataset and PCA applied 
after K-means applied. 

B. K-means Clustering 

This section refers to K-means clustering. An algorithm 
that binds a given data into k clusters and operates in a way 
that minimizes the variance of each cluster and the distance 
difference. This algorithm is a type of unsupervised learning, 
and it acts as a label for input data that is not labeled. 

When n d-dimensional data object(x1, x2, … , xn) set is 
given, the K-means algorithm maximizes the cohesion of n 
data objects within each set, with the maximum of k-set S = 
{S1,S2, … , Sk}. In other words, when μi is the center of the 
set Si, the goal is to find a set S at the center point of each 
group, which minimizes the sum of squares between the 
objects in the group. 

argmin
ௌ

෍ ෍‖𝑥 − μ௜‖ଶ

௫∈ௌ೔

௞

௜ୀଵ

 

K-Means repeat the following two steps: 

1) Cluster settings : Calculate the Cuclidean 
distance from each data to the center of each 

cluster, locate the nearest cluster from that data 
and allocate the data. 

𝑆௜
(௧)

= {𝑥௣ : ห𝑥௣ − μ௜
(௧)

ห
ଶ

≤  ห𝑥௣ − μ௝
(௧)

ห
ଶ

∀𝑗, 1 ≤ 𝑗 ≤ 𝑘} 

2) Cluster-centric rebalancing : Resets the center of 
the cluster to the center of weight of the data in 
each cluster. 

1) μ௝
(௧ାଵ)

=  
ଵ

ቚௌ
೔
(೟)

ቚ
∑ 𝑥௝௫∈ௌ

೔
(೟)  

K-means clustering has some limitations. The K-means 
algorithm should specify the number of clusters k as a 
parameter. The setting of k value is very important because 
the resultant value depends entirely on the number of 
clusters. Therefore, in this paper, elbow method was used to 
overcome this limitation and set appropriate k values. 

C. Elow Method 

Elbow method is a technique that finds the appropriate 
number of clusters in the K-means algorithm. In the process 
of determining the center so that the agreed error-squared 
values are minimal, the number of clusters is increased one 
by one to obtain the k value of the error-squared when the 
value of error-squared becomes significantly smaller. 

The results are monitored by increasing the number of 
clusters sequentially. If adding one cluster does not produce 
much better results than before, set the number of previous 
clusters to be obtained. 

IV.  DATA 

The experiments in this paper use bitcoin block data, 
transaction data, and transaction statistics data collected by 
this research team. This section introduces the data used in the 
experiment. 

A. Block Data 

Bitcoin block is consist of block header and data part. The 
block data can be collected through the getblock command of 
Bitcoin client program, and transaction data contained in the 
block was also collected by setting verbosity option to 2. 
Information from block data except hash values is used. The 
block level data collected are as follow: 

 Height : The height(number)of block. 

 nTx: The number of transactions. 

 Size: The size of block. 

 Nonce: The number of block mining calculations. 

 Weight: The weight of block. 

 Difficulty: The difficulty of block. 

 Confirmations: The number of confirmations. 

 Strippedsize: The strippedsize of block. 

We use this 8 features for block data clustering. Hash 
value such as merkleroot, previousblockhash, hash, 
nextblockhash and so on is excepted because they cannot be 
clustered. 

B. Transaction Data 

 nVin: The number of inputs the transaction contains. 

 nVout: The number of outputs the transaction contains. 
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 Value: The amount of value of transactions. 

 Fee: The fee of the transaction. 

 Tx_Size: The size of each transaction. 

 Tx_vSize: The virtual size of each transaction. 

Finally, input and output level data collected is as follows: 

 Vin_Value: The transaction input’s value. 

 Vout_Value: The transaction output’s value. 

C. Transaction Statistic Data 

We extract statistical data using the collected block data 
and transaction data of Bitcoin. The statistical data consist 
of five total values: summation, minimum, maximum, 
average, and standard variation. Extraction data is based on 
blocks and transactions. The extracted statistical data are 
described in table Ⅰ. We will use this data for analysis of 
clustered data, means outlier. 

TABLE I.  Figure 1. Result of clustering before PCA applied 
Transaction statistic data 

Data Raw data Extraction Number of data 

Transaction 

nVin 

Sum 
Max 
Min 
Avg 
Stdv 

5 
nVout 5 
Value 5 
Fee 5 
Tx_vSize 5 
Tx_Size 5 

Vout_value 25 

Vin_value 25 

Total number of data 80 

V. EXPERIMENT AND RESULT 

A. Result of K-means after Applying PCA 

We show the experimental results on various parameters 
in 2d-graph and analyzed them through this graph. We use 
block data mentioned section Ⅳ. Table Ⅱ describe the result 
of the K-means with data applied PCA and the PCA after K-
means applied. The result of PCA after K-means applied is 
not mentioned this paper. But the results are described for 
comparison of the data. Also elbow method was used to find 
the optimal number of cluster k. 

The data used in the experiment (figure 2) are block 
height 0 to 218,593 blocks. Not all block statistical 
information has yet been obtained because it takes a long time 
to calculate the block statistical information to be used for the 
analysis of the results. Once all the statistics are collected, 
clustering experiments will be carried out on all blocks 
created to date. 

In figure 1, We can see that the data is clustered in three 
clusters. Each cluster has data that is detached from the center, 
which we define as an outlier. The analysis will be performed 
using statistical information from data (block) that is far from 
the center and is less cohesive.  

 
Figure 1. K-means result with data applied PCA (0-218,593) 

 
Figure 2. K-means result with data applied PCA (200,000-565,691) 

In figure 2, Five clusters have been created, which could 
mean that the less noise in block information, the more 
detailed features there are: we use block height 200,000-
ㄴ 565,691 that is the information except for block data with 
low variation. This shows that the clusters of blocks become 
tighter if data has no noise. The graph also shows that the 
number of outliers has decreased a lot. 

B. Cluster Analysis 

This section conducts an analysis of the clusters derived 
from the experiments introduced earlier. First, we mention 
the number of members in each cluster and then introduces 
the characteristics of each cluster. In addition, the 
characteristics of each cluster were analyzed by means and 
by standard variance. The number of each cluster is 
described in table Ⅱ. The mean values and variance values 
for each cluster are described in table Ⅲ through Ⅵ. And 
each category’s number is used in table Ⅲ to Ⅵ. 

TABLE II.  Cluster information about Experiments 

Category 
Number of 

cluster 
Number of items 

1. K-means with data 
applied PCA 
(0 to 218593) 

3 

121,871 

83,456 

13,267 

2. K-means with data 
applied PCA 
(200,000 to 565691) 

5 

108,141 

149,685 

50,735 
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17,751 

39,380 

3. PCA after K-means 
applied 
(0 to 218593) 

3 
129,301 

76,646 
12,647 

4. PCA after K-means 
applied 
(200,000 to 565691) 

2 
169,749 

195,943 

 
TABLE III. Cluster Characteristic of category 1 

Average 

Clust
er # 

nTx size nonce weight difficulty  
strippeds

ize 

1 3.77 
1275
.85 

1.17E+
09 

5103.42 40175.77 1275.85 

2 
62.2

3 
2709
8.18 

2.39E+
09 

108392.
73 

1603560.85 27098.18 

3 
469.
57 

2135
64.6 

2.12E+
09 

854258.
21 

2669305.58 
213564.5

5 

Standard Variance 

Clust
er # 

nTx size nonce weight difficulty  
strippeds

ize 

1 9.54 
3504
.41 

1.24E+
09 

14017.6
7 

176520.83 3504.41 

2 
60.6

4 
2595
0.78 

1.25E+
09 

103803.
14 

843786.64 25950.78 

3 
190.
66 

7190
6.38 

1.24E+
09 

287625.
54 

674524.99 71906.38 

 
TABLE IV. Cluster Characteristic of category 2 

Average 

Clust
er # 

nTx size nonce weight difficulty  
strippe
dsize 

1 
290.
50 

1466
51.9 

2.15E+
09 

586607.
6 

1996143268 
14665

1.9 

2 
31.8
74 

1435
5.37 

1.5E+0
9 

57421.4
9 

24177883.45 
14355.

37 

3 
110.
80 

5130
1.43 

2.09E+
09 

205205.
7 

192064023.4 
51301.

43 

4 
570.
58 

3272
72.3 

2.14E+
09 

130908
9 

36648268585 
32727

2.3 

5 
624.
59 

3580
44.2 

2.15E+
09 

143217
7 

38357867903 
35804

4.2 

Standard Variance 

Clust
er # 

nTx size nonce weight difficulty  
strippe
dsize 

1 
264.
68 

1335
42.3 

1.24E+
09 

534169.
1 

4316600383 
13354

2.3 

2 
100.
02 

4683
4.56 

1.38E+
09 

187338.
3 

393810586.1 
46834.

56 

3 
180.
84 

8429
8.44 

1.27E+
09 

337193.
7 

1642273628 
84298.

44 

4 
499.
76 

2599
09.8 

1.24E+
09 

103963
9 

10753741124 
25990

9.8 

5 
555.
26 

2777
90.4 

1.24E+
09 

111116
2 

12222124072 
27779

0.4 

 
TABLE V. Cluster Characteristic of category 3 

Average 
Clust
er # 

nTx size nonce weight difficulty  
strippeds

ize 

1 
4.33
18 

1478
.507 

1.36E+
09 

5914.02
7 

27730.67 1478.50 

2 
68.4
96 

2999
7.92 

2.18E+
09 

119991.
7 

1785889.45 29997.92 

3 
480.
27 

2182
24.6 

2.16E+
09 

872898.
2 

2662301.41 218224.6 

Standard Variance 

Clust
er # 

nTx size nonce weight difficulty  
strippeds

ize 

1 
10.9
34 

3886
.43 

1.36E+
09 

15545.7
4 

89462.13 3886.43 

2 
63.1
96 

2720
0.31 

1.25E+
09 

108801.
2 

699747.67 27200.31 

3 
188.
57 

7038
9.38 

1.24E+
09 

281557.
5 

678416.60 70389.38 

 
TABLE VI. Cluster characteristic of category 4 

Average 

Clust
er # 

nTx size nonce weight difficulty  
strippe
dsize 

1 
74.
743 

378
43.2

8 

1.64E+
09 

151373.
1 

2115824893 
37843.

28 

2 
364
.58 

195
021.

5 

2.14E+
09 

780086.
1 

11639087951 
195021

.5 

Standard Variance 

Clust
er # 

nTx size nonce weight difficulty  
strippe
dsize 

1 
204
.93 

108
079.

8 

1.38E+
09 

432319.
2 

8754739931 
108079

.8 

2 
394
.84 

206
940.

8 

1.24E+
09 

827763.
2 

17742199069 
206940

.8 

VI. CONCLUSION 

In this paper, we proposed a clustering method for bitcoin 
block and transaction data analysis. The proposed method 
defines the data that can be collected from the Bitcoin 
network and the statistical data from the blocks that can be 
extracted from the collected data. We conducted a clustering 
experiment by applying PCA to the extracted data, and we 
also tested how to apply PCA to the clustered data. By 
experimenting with various clustering, the results were 
derived as to which method was more effective. In conclusion, 
the results of the clusters produced by each experiment were 
analyzed. Although analysis of cluster results was conducted 
only on block data, analysis using statistical data introduced 
in this paper will be carried out in future studies. The analysis 
will also be conducted by setting the criteria for the outliers 
of each cluster.  
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